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 In this article, we propose a new strategy for solving problems 

associated with weakly singular partial integro-differential equations. 

Our approach uses Multiple knot B-splines to develop a powerful 

arithmetical solution. We analyze the functional matrices used in this 

technique and provide a detailed overview of its functionality. 

additionally, we demonstrate the convergence of the proposed advance 

and verify its effectiveness via several numerical simulation. 
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1. Introduction 

In 2020, Dehestani et al. have used collocation approach with Legendre-Laguerre functions to 

reach an approximate solution to time-integral partial differential equations (FPIDE) whose order 

is variable and contain weakly singular kernels [1].  

Next, in 2021, Sadri et al. Apply the collection method with shifted Chebyshev polynomials of the 

fifth type to obtain approximate explanations of time-fractional partial integral differential 

equations with a weak singular kernel [12]. In 2022, Taghipour and Aminikhah have used Pell 

polynomials with spectral collocation method to derivation of an approximate solution to a 

fractional integro-differential equation of variable order (FIDE)with weakly singular kernel [14]. 

In 2023, Ghosh and Mohapatra use the second order system to solve the time class. FPIDE 

through variable order on a rectangular domain [7]. In this article we deals with the following 

variable-order fractional integral differential equation with a weak single kernelis considered Ref 

[14]: 
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𝐶𝐷0
∝(𝑡)𝑣(𝑡) = 𝜇1∫(𝑡 − 𝑠)

−𝛽

𝑡

0

 𝑣(𝑠) 𝑑𝑠 + 𝜇2∫𝑘 (𝑡 , 𝑠) 

1

0

 𝑣 (𝑠)𝑑𝑠 + 𝑓 (𝑡),    0 ≤  𝑡 ≤  1, (1) 

with basic conditions  

𝑣 (0) =  0 , (2) 

                                                                                                                           

Wherever 𝜇1, 𝜇2 are real numbers, 𝛽 ∈  (0,1),  𝑘(. , . )and f functions are given. In addition, also u 

is unknown function to be defined, and 𝐶𝐷0
∝ (𝑡)

is the fractional Caputo derivative with variable  

order ∝  in which 0 ≤  ∝  (𝑡) ≤  1 and for a suitably smooth function 𝑣(𝑡) on (0,1), it is defined 

by [15]: 

𝐶𝐷0
∝(𝑡)𝑣 (𝑡) =

1

Γ(1 − 𝛼(𝑡))
∫

𝑣′(𝑥)

(𝑡 − 𝑥)∝
  𝑑𝑥

𝑡

0

 (3) 

 

Where  Γ  is the gamma function. 

2. Multiple knot B-spline 

A polynomial B-spline is a type of B-spline multiple knot that has repeated knot values in its knot 

vector. A B-spline is a piecewise-defined polynomial seed in approximation and interpolation, and 

is defined by its degree, control points, and knot vector (a series of parameter values that specify 

where and how the control points affect the curve). When a knot value appears multiple times 

(knows as a multiple knot), it influences the smoothness of the B-spline curve at that point. Key 

aspects of multiple knot B-spline included as follows [5]. (a) the smoothness of the curve 

decreases at a multiple note. For example, at a simple note (one occurrence), the curve is smooth 

up to the degree minus one derivatives. since the multiplicity of the knot increases, the continuity 

at the point decreases. If the knot has multiplicity 1, the curve  

is continuous along  𝐶𝑘−1 (smooth up to the k-1-th derivative). If the knot has multiplicity 2. The 

curve is continuous along 𝐶𝑘−2, and so on. Moreover, at maximum multiplicity (equal to the 

degree of the B-splines), the curve will have a discontinuity at the knot [13].  (b) B-spline are 

known of their local control properties. Multiple knot restricted the influence of control points, 

given the designer finer control over the curve shape near the knot. 

(c) A multiple knot can introduce shape features corners or cups at specific point on the curve, 

depending on the multiplicity and the arrangement of control points.  

In practical applications like computer graphics, CAD, and numerical analysis, multiple knot B-

spline provide flexibility to create both smooth and sharp features on curves and surfaces by 

carefully controlling the multiplicity of knots. 
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Definition 1.  Consider an increasing sequence of knot vectors 𝐸 = { 𝑡𝑖   ≤  𝑡𝑖+1  ≤ ⋯ ≤

𝑡𝑖+𝑚,     𝑖 ∈ 𝑧}. When  𝑚 ≥ 2  for  every  𝑡 ∈ 𝑅,   the basis function of the B-spline for the the i-th 

multiple knot of order m (degree m-1) is obtained as follows: 

 

𝐵𝑖,𝑚,𝐸(𝑡) =

{
 
 
 

 
 
 

0,                                                                                         𝑡𝑖=𝑡𝑖+𝑚−1= 𝑡𝑖+𝑚,

 
𝑡 − 𝑡𝑖

𝑡𝑖+𝑚−1−𝑡𝑖
  𝐵𝑖,   𝑚−1,𝐸(𝑡),                                          𝑡𝑖 < 𝑡𝑖+𝑚−1,   𝑡𝑖+1=𝑡𝑖+𝑚,  

 
𝑡𝑖+𝑚 − 𝑡

𝑡𝑖+𝑚  − 𝑡𝑖 + 1
  𝐵𝑖,   𝑚−1,𝐸(𝑡),                                 𝑡𝑖= 𝑡𝑖+𝑚−1,   𝑡𝑖+1<𝑡𝑖+𝑚,  

     
𝑡 − 𝑡𝑖

𝑡𝑖+𝑚−1−𝑡𝑖
  𝐵𝑖,   𝑚−1,   𝐸(𝑡),+

𝑡𝑖+𝑚 − 𝑡

𝑡𝑖+𝑚−1+𝑡𝑖
                   𝑡𝑖= 𝑡𝑖+𝑚−1,   𝑡𝑖+1<𝑡𝑖+𝑚.    

 (4) 

 

 

Where  

𝐵𝑖 , 1, 𝐸(𝑡) =  {
1,         𝑡𝑖 ≤ 𝑡 < 𝑡𝑖+1,
0,         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.  

 (5) 

 

Figure 1 and Figure 2 show the multiple knot B-spline basis functions of order 2 and degree 1, and 

order 3 degree 2 for the knot vector 𝐸 = [0, 0, 0, 1 , 2, 2, 3, 4, 5, 5, 5, ]. 

 

Figure 1. Multiple knot B-spline of degree 1 for note vector E =[0, 0, 0, 1, 2, 2, 3, 4, 5, 5, 5] 

 

Defining the function H by   

𝐻(𝑡) = {

1

𝑡
,                       𝑡 ≠ 0   

0,                        𝑡 = 0.
 

 

 (6) 
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The b-spline of order m for 𝑡𝑖    < 𝑡  <  𝑡𝑖+𝑚  can be defied as follws:  

𝐵𝑖,𝑚,𝐸(𝑡) = (𝑡 − 𝑡𝑖)  𝐻 ( 𝑡𝑖+𝑚−1 − 𝑡𝑖) 𝐵𝑖,𝑚 − 1, 𝐸 (𝑡) + ( 𝑡𝑖+𝑚−1 − 𝑡)  𝐻 ( 𝑡𝑖+𝑚 − 𝑡𝑖+1)𝐵𝑖+1,

𝑚 − 1, 𝐸 (𝑡)                                                                                                                                                    
(7) 

 

Accordingly, the B-spline of ordear 2 is defined by  

𝐵𝑖,2,𝐸(𝑡) = {

(𝑡 − 𝑡𝑖)𝐻 (𝑡𝑖+1 − 𝑡𝑖),                       𝑡𝑖   ≤   𝑡  <   𝑡𝑖+1 
(𝑡𝑖+2 − 𝑡) 𝐻(𝑡𝑖+2 − 𝑡𝑖+1),             𝑡𝑖+1  ≤ 𝑡  <   𝑡𝑖+2, 

0,                                                        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.               

 (8) 

 

 

Figure 2. Multiple knot B-spline of degree 2 for knot vector  𝐸 = [0, 0, 0, 1, 2, 2, 3, 4, 5,5, 5] 

 

For  𝑁  ∈  𝑁   and defining   

𝜑𝑖(𝑡) =  {

𝐻(𝑡𝑖+1 − 𝑡𝑖),         𝑡𝑖 < 𝑡 <  𝑡𝑖+1,
−𝐻(𝑡𝑖+2 − 𝑡𝑖+1),          𝑡𝑖+1 < 𝑡 <  𝑡𝑖+2, 

0                                           𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.  

 (9) 

 

3. Operational Matrices 

In this section, we present the operation matrices obtained from solving problem (1.2) using a 

Multiple-knot B-spline for this purpose, let u be the solution of Eq. (1) with the initial value of Eq. 

(2). In this paper, we wish to approximate u in the space covered by the Multiple-knot  B-splines 

method. 

𝑉 = 𝑆𝑝𝑎𝑛{𝜑0, 𝜑1, ⋯ , 𝜑𝑁}, (10) 

 

On the sequence of knot vectors 𝐸, where 𝜑𝑖 = 𝐵𝑖,2,𝐸. Note that because of the initial condition 

(2), we do not need to add 𝜑−1  to V. Let v ̃ be a function in the space 𝑉. Therefore, we can write 
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𝑣~(𝑡) =∑𝑐𝑖

𝑁

𝑖=0

φi(t). (11) 

 

We would like to find the appropriate choice 𝐶 = [𝑐0, 𝑐1, ⋯ , 𝑐𝑁]
𝑇 such that v ̃(t) is the best 

approximate solution to problem (1) - (2) in space 𝑉.  

Taking Φ(𝑡) = [𝜑0,𝐽(𝑡), 𝜑1,𝐽(𝑡),⋯ , 𝜑𝑁,𝐽(𝑡)]
𝑇 Eq. (11) can be written as 

�̃�(𝑡) = 𝐶𝑇Φ(𝑡). (12) 

 

Also, for 𝑡𝑗 ≤ 𝑡 ≤ 𝑡𝑗+1, we have  

𝐶𝐷0
∝(𝑡) 𝑣~(𝑡) =∑

𝑁

𝑖=0

𝑐𝑖
𝐶𝐷0

∝(𝑡)𝜑𝑖(𝑡) =∑

𝑁

𝑖=0

𝑐𝑖∫

𝑡

0

𝑑
𝑑𝑥
𝜑𝑖(𝑥)

(𝑡 − 𝑥)∝
𝑑𝑥

= 𝑐0 [𝐻(𝑡1 − 𝑡0)∫
𝑑𝑥

(𝑡 − 𝑥)∝

𝑡1

0

+ 𝐻(𝑡2 − 𝑡1) ∫
−𝑑𝑥

(𝑡 − 𝑥)∝

𝑡2

𝑡1

] + ⋯

+ 𝑐𝑗−1 [𝐻(𝑡𝑗 − 𝑡𝑗−1) ∫
𝑑𝑥

(𝑡 − 𝑥)∝

𝑡𝑗

𝑡𝑗−1

+ 𝐻(𝑡𝑗+1 − 𝑡𝑗) ∫
−𝑑𝑥

(𝑡 − 𝑥)∝

𝑡

𝑡𝑗

] + 𝑐𝑗𝐻(𝑡𝑗+1

− 𝑡𝑗) ∫
𝑑𝑥

(𝑡 − 𝑥)∝

𝑡

𝑡𝑗

. 

(13) 

 

So,  

𝐶𝐷0
∝(𝑡)v~(t) =

1

1−∝
{𝑐0[𝐻(𝑡1)(−𝑡

1−∝ + (𝑡 − 𝑡1)
1−∝) − 𝐻(𝑡2 − 𝑡1)((𝑡 − 𝑡1)

1−∝ − (𝑡 − 𝑡2)
1−∝)]

+ ⋯

+ 𝑐𝑗−2[𝐻(𝑡𝑗−1 − 𝑡𝑗−2)(−(𝑡 − 𝑡𝑗−2)
1−∝ + (𝑡 − 𝑡𝑗−1)

1−∝)

− 𝐻(𝑡𝑗 − 𝑡𝑗−1)((𝑡 − 𝑡𝑗)
1−∝ − (𝑡 − 𝑡𝑗−1)

1−∝)]

+ 𝑐𝑗−1[𝐻(𝑡𝑗 − 𝑡𝑗−1)(−(𝑡 − 𝑡𝑗−1)
1−∝ + (𝑡 − 𝑡𝑗)

1−∝) + 𝐻(𝑡𝑗+1 − 𝑡𝑗)(𝑡 − 𝑡𝑗)
1−∝]

− 𝑐𝑗𝐻(𝑡𝑗+1 − 𝑡𝑗)(𝑡 − 𝑡𝑗)
1−∝}. 

(14) 

 

 This can rewritten as 

𝐶𝐷0
∝(𝑡) =

1

1−∝
{∑𝑐𝑖

𝑗−2

𝑖=0

 [𝐻 ( 𝑡𝑖+1 − 𝑡𝑖)(𝑡 − 𝑡𝑖+1)
1−∝ − (𝑡 − 𝑡𝑖)

1−∝

−  𝐻 (𝑡𝑖+2 − 𝑡𝑖+1)( (𝑡 − 𝑡𝑖+2)
1−∝ − (𝑡 − 𝑡𝑖+1)

1−∝)]

+ 𝑐𝑗−1  [ 𝐻 ( 𝑡𝑗 − 𝑡𝑗−1)  ((𝑡 − 𝑡𝑗 )
1−∝ − ( 𝑡 − 𝑡𝑗−1 )

1−∝) +  𝐻 ( 𝑡𝑗+1 − 𝑡𝑗 ) (𝑡

−  𝑡𝑗)
1−∝] − 𝑐𝑗𝐻 ( 𝑡𝑗+1 − 𝑡𝑗)( 𝑡 − 𝑡𝑗 )

1−∝} = 𝐶𝑇𝐷Φ
𝐽  (𝑡) 

(15) 
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where  

𝐷Φ
𝑗
(𝑡) = [𝐷0

𝑗
(𝑡), 𝐷1

𝑗
(𝑡),⋯ , 𝐷𝑁

𝑗
(𝑡)]𝑇 , (16) 

  

and  

𝐷𝑖
𝑗(𝑡) =

1

1−∝
 

{
  
 

  
 
𝐻(𝑡𝑖+1 − 𝑡𝑖)(−(𝑡 − 𝑡𝑖)

1−∝ + (𝑡 − 𝑡𝑖+1)
1−∝)               

 −𝐻(𝑡𝑖+2 − 𝑡𝑖+1)((𝑡 − 𝑡𝑖+2)
1−∝ − (𝑡 − 𝑡𝑖+1)

1−∝),     

𝐻(𝑡𝑖 − 𝑡𝑖−1)(−(𝑡 − 𝑡𝑖−1)
1−∝ + (𝑡 − 𝑡𝑖)

1−∝) +           

𝐻(𝑡𝑖+1 − 𝑡𝑖)(𝑡 − 𝑡𝑖)
1−∝,                                                    

𝐻(𝑡𝑖+1 − 𝑡𝑖)(𝑡 − 𝑡𝑖)
1−∝,                                                    

0,                                                                                            

 

 

 

 

 

 

𝑖 = 0,1, … , 𝑗 − 2, 

 

𝑖 = 𝑗 − 1, 

𝑖 = 𝑗, 

𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠. 

 

(17) 

 

 

 

 

 

 

 

The general structure of the matrix  

𝐷Φ = [𝐷Φ
0 , 𝐷Φ

1 , ⋯ , 𝐷Φ
𝑁]𝑇 , (18) 

 

is as follows:  

𝐷Φ  =    

[
 
 
 
 

 

𝑎
𝑏
𝑐
⋮
…

      

0
𝑎
𝑏
      

⋮ 
…

0
0
𝑐
⋮
…

          

⋯
⋯
⋯

⋱
 𝑐𝑏

   

0
0
0
 

⋮
𝑎 ]
 
 
 
 

 (19) 

 

where a, b, c are constants. The initial integral in (3.1) can be approximated as follows: 

∫(

𝑡

0

 𝑡 − 𝑠 )−𝛽 𝑣 (𝑠)𝑑𝑠 ≈  ∫(

𝑡

0

 𝑡 − 𝑠 )−𝛽 𝑣~ (𝑠)𝑑𝑠 =  ∑𝑐𝑖

𝑁

𝑖=0

 ∫ (
𝑡

0

 𝑡 − 𝑠 )−𝛽 𝜑𝑖 , 𝑗 (𝑠)𝑑𝑠,            (20) 

 

that can be written in compressed form by  

∫

𝑡

0

(𝑡 − 𝑠)−𝛽𝑣(𝑠)𝑑𝑠 ≈ 𝐶𝑇Ψ𝑗(𝑡), 𝑡𝑗 ≤ 𝑡 < 𝑡𝑗+1, (21) 

 

where  

Ψ𝑗 = [Ψ0
𝑗
, Ψ1

𝑗
, ⋯ , Ψ𝑁

𝑗
]𝑇 , (22) 

 

With Ψi
j
 (t) =  ∫ (𝑡 − 𝑠)−𝛽

𝑡

0
  𝜑𝑖,𝑗 (𝑠)𝑑𝑠  for  𝑖 =  0, 1 , … , 𝑁 also 𝑡𝑗 ≤ 𝑡 < 𝑡𝑗+1. It should be noted 

that the matrix formation  Ψ = [Ψ0, Ψ1, ⋯ ,Ψ𝑁], and 𝐷Φ are the same. 

Now, let us discuss the third part of Eq. (1). It agree to  
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𝑘 (𝑡, 𝑠) ≈ ∑

𝑁

𝑖,𝑗=0

𝑎𝑖,𝑗𝜑𝑖,𝐽(𝑠)𝜑𝑗,𝐽(𝑡) = Φ𝐽
𝑇(𝑠)𝐴Φ𝐽(𝑡), (23) 

 

Where 𝐴 = ( 𝑎𝑖, 𝑗 )0 ≤𝑖,𝐽≤  𝑁. The next integral specified in (3.1) can be approximated as follows:  

∫𝑘(

1

0

 𝑡, 𝑠)  𝑣 (𝑠) 𝑑𝑠 ≈  ∫∅𝑇(𝑠)

1

0

 𝐴 ∅𝐽 (𝑡)  (𝐶
𝑇∅𝐽(𝑠)) 𝑑𝑠.                                                            

= 𝐶𝑇𝐴 ∅𝐽 (𝑡)∫∅𝐽
𝑇

1

0

 (𝑠)∅𝐽 (𝑠)) 𝑑𝑠 = 𝐶𝑇𝐴 ∅𝐽 (𝑡) ∅𝐽‖∅𝐽‖
2
, 

(24) 

 

where  

‖∅𝐽‖ = (∫∅𝐽
𝑇

1

0

 (𝑠)∅𝐽 (𝑠)𝑑𝑠 )
1
2 . (25) 

  

Now, for  𝑡𝑗 ≤ 𝑡 < 𝑡𝑗+1,  the Eq. (1)can be written in matrix form as follow:  

𝐶𝑇 𝐷∅
𝑗(𝑡) =  𝜇1 𝐶

𝑇 Ψ (𝑡) + 𝜇2 𝐶
𝑇  A  (𝑡) ‖∅J‖

2
+  𝑓 (𝑡),                    0  ≤  𝑡 ≤   1. (26) 

 

4. Convergence 

We are ready to formulate two theorems about errors in the approximation of  𝑢  in the space 𝑉 . 

Before that, recall that for 1 ≤  𝑞 ≤  ∞,  the space  𝑊𝑞
1 denotes Sobolev the space of functions 

whose weak first-order derivatives lie in the Lebesgue space 𝐿𝑞  . In addition, let us set 

𝜌 = max{𝑡𝑖+1 − 𝑡𝑖 , 𝑖 = 0,1, … , 𝑁 − 1}. 

 
(27) 

 

 

Theorem 1. Ref. [9, 10] Let 𝑣  ̃be the finest approximation of  𝑢 ∈ 𝑊∞
1  in space  𝑉 with respect 

to the base  𝐿∞ . Then, 

‖𝑣 − 𝑣~‖∞  ≤  𝑀1 𝑝  ‖𝑣
′‖∞. (28) 

 

Where  𝑀1 is constant.  

 

Theorem 2. Ref. [9, 10] Let  𝑣~ exist the best approximation of  𝑢  ∈   𝑊∞
2  in space 𝑉  with 

respect to the base  𝐿∞  .Then, 
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‖𝑣′ − 𝑣~
′
‖
∞
 ≤  𝑀2 𝑝  ‖𝑣

′′‖∞ (29) 

 

where  𝑀2  is a stable. 

We are ready now, to formulate the convergence theorem for problem (1, 2). 

Theorem .3 Let 𝑢 be the exact solution of problem (1, 2) with  𝑣~  be the best estimate         of  𝑢  

in the space 𝑉. The following conditions are satisfied:  

 

(a)  𝑢 ∈ 𝑊∞
1 ∩𝑊∞

2,       (a)  𝑢  ∈    𝑊∞
1   ∩    𝑊∞

2 ,  

(b)   
𝑑𝑟 𝑣 

𝑑 𝑡𝑟
   𝑓𝑜𝑟  𝑟 = 0 , 1 , 2  are  Limited functions, 

(c)  
𝜕 𝑘 ( 𝑡,𝑠 )

𝑑𝑠
    Dedicated to   (t , s)  ∈ (0 ,1) × ( 0 ,1). 

 

Let  𝐸   be the remaining error obtaind by the solution of   𝑣~.  Then,  

lim
𝑗 →∞

‖ 𝐸 (𝑡)‖∞  = 0. 

 

(30) 

 

Proof.  Assume thate for   0 ≤  𝑡 ≤  1, 

𝐶𝐷0
∝(𝑡)𝑣~(𝑡) = 𝑢1∫( 𝑡 − 𝑠)

−𝛽

𝑡

0

𝑣~(𝑠)𝑑𝑠 + 𝑢2  ∫ 𝑘
~

1

0

( 𝑡, 𝑠)𝑣~(𝑠)𝑑𝑠 + 𝑓(𝑡) + 𝐸𝑃  (𝑡), (31) 

 

where   𝐸𝑃 (𝑡)  show the remaining error. Then, from (1) and (31) we can write 

𝐸 (𝑡) =  𝐶𝐷0
∝(𝑡) (𝑣(𝑡) − 𝑣~(𝑡))

− 𝑢1∫(𝑡 − 𝑠)
−𝛽

𝑡

0

 (𝑣 (𝑠) − 𝑣~(𝑠)𝑑𝑠 − 𝑢2∫(

1

0

𝑘(𝑡, 𝑠)𝑣 (𝑠) − 𝑘~(𝑡, 𝑠)𝑣~(𝑠))𝑑𝑠

= 𝐶𝐷0
∝(𝑡) (𝑣(𝑡) − 𝑣~(𝑡)) − 𝑢1∫(𝑡 − 𝑠)

−𝛽

𝑡

0

 (𝑣(𝑠) − 𝑣~(𝑠))𝑑𝑠 

−  𝑢2(∫𝑘
~

1

0

(𝑡, 𝑠)(𝑣(𝑠) − 𝑣~(𝑠))𝑑𝑠 + ∫(

1

0

𝑘(𝑡, 𝑠) − 𝑘~(𝑡, 𝑠)) 𝑣(𝑠)𝑑𝑠). 

(32) 

 

Then, taking into explanation of (32) and Theorem 1, we have 

‖𝐸‖∞ ≤   ‖𝑣
~ − 𝑣~

′
‖
∞
 max
𝑡≤0≤1

(∫
𝑑𝑥

(𝑡−𝑥)∝

𝑡

0
+ 𝑢1‖𝑣 − 𝑣

~‖∞ max
0≤𝑡≤1

(∫ (𝑡 − 𝑠)−𝛽
𝑡

0
𝑑𝑠) + 𝑢2‖𝑣 −

𝑣~‖∞ max
0≤𝑡≤1

∫ |𝑘~(𝑡, 𝑠)|
1

0
𝑑𝑠 + ‖𝑢‖∞ 𝑘𝑝 max

0≤𝑡 ≤1
‖
𝜕𝑘(𝑡,𝑠)

𝜕𝑠
‖
∞
).                                                                                   

(33) 
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where K is a constant. This gives 

‖𝐸‖∞ ≤ 
1

1−∝
  ‖𝑣~ − 𝑣~

′
‖
∞
+

𝑢1
1 − 𝛽

 ‖𝑣~ − 𝑣~‖∞

+ 𝑢2 ( ‖𝑣
~ − 𝑣~‖∞  ‖ 𝑘

~ (𝑡, 𝑠)‖∞ + 𝑘𝑝 ‖ 𝑢‖∞  max
0≤𝑡≤1

‖ 
𝜕𝑘(𝑡, 𝑠)

𝜕𝑠
‖
∞

). 
(34) 

 

Now, by Theorem.1 and Theorem .2, we have 

‖𝐸‖∞ ≤       𝑀2𝑃 
1

1−∝
 ‖𝑣′′‖∞ +

𝑢1
1 − 𝛽

 𝑀1𝑝 ‖𝑣
′‖∞ + 𝑢2 (

𝑀1𝑝 ‖𝑣
′‖∞ ‖𝑘

~(𝑡, 𝑠)‖∞

+𝐾𝑝 ‖ 𝑢‖∞  max
0≤𝑡≤1

‖ 
𝜕𝑘(𝑡, 𝑠)

𝜕𝑠
‖
∞

)

= 𝑃 

[
 
 
 
  
𝑀2

1−∝
‖𝑣′′‖∞ +

𝑀1𝑢1
1 − 𝛽

 ‖𝑣′‖∞ + 𝑢2𝑀1 ‖𝑣
′‖∞ ‖𝑘

~(𝑡, 𝑠)‖∞

+𝑢2𝐾 ‖ 𝑢‖∞   max
0≤𝑡≤1

‖ 
𝜕𝑘(𝑡, 𝑠)

𝜕𝑠
‖
∞ ]

 
 
 
 

. 

(35) 

 

Now, given the limits for  𝑘~,
𝜕𝑘 (𝑡 ,𝑠 )

𝑑𝑠
    and    

𝑑𝑟𝑣

𝑑 𝑡𝑟
   for  𝑟 =  0 , 1, 2,    

it is clear that we have  lim
𝑝→0

‖𝐸𝑃 (𝑡)‖∞ = 0. 

5. Numerical Experiments 

In this segment, we present several test problems to demonstrate the accuracy and validity of the 

proposed method. All computational procedures are performed using Python. For each example, 

we use the following error rate to evaluate the accuracy of our results. 

‖𝑒‖∞ =  ‖𝑣 − 𝑣
~‖∞. 

 

Example 1. Let’s consider the following variable-order fractional integro-differential equation 

that has a weak single kernel. (Ref. [8, 11]): 

𝐶𝐷0
∝(𝑡)  𝑣 (𝑡) =

1
4
 ∫(𝑡 − 𝑠)

−𝛽
𝑡

0

 𝑣 (𝑣)𝑑𝑠+ 
1
7
  ∫ 𝑒𝑥𝑝

1

0

 (𝑡 + 𝑠) 𝑣 (𝑠)𝑑𝑠 + 𝑓 (𝑡),      0 ≤  𝑡 ≤ 1 

With the initial form  𝑣(0)  =  0,    For 𝛽 =  
1

2
  and the initial term f defined as 

𝑓 (𝑡) =  
Γ ( 3) t− ∝(t)+2

Γ ( −∝ (𝑡) + 3)
−

Γ (2)𝑡−∝(𝑡)+1

Γ ( −∝ (𝑡) + 2)
−
√𝜋  𝑡2 √2Γ (3) 

4Γ (
7
2)

 −
√𝜋  𝑡 √2Γ (2) 

4Γ (
5
2)

−
exp(1 + 𝑡) − 3 exp(𝑡)

7
  

The exact solution will be  

𝑣(𝑡) = 𝑡2 − 𝑡. 
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Figure.1 shows the absolute error for Example 1 with ∝ ≡ 0.15  and  𝐽 =  4, 5, 6, 7, 8  on the knot 

vector 

𝐸 = {0,0,2−𝐽, 2 × 2−𝐽, … , 2−1, 2−1, 2−1 + 2−𝐽, 2−1 + 2 × 2−𝐽, … , 1,1}. 

 

 

Here, we have repeated knots in 𝑡 =  0,
1

2
, 1 and also the size of the coefficientmatrix will be 

2𝐽 × 2𝐽. As we can see, the error increases as we approach the end of the interval [0,1]. The 

reason is that the equations of the system are written in terms of   𝑡𝑗 ≤ 𝑡 ≤  𝑡𝑖+1   for  𝑗 =

 0, 1, . . , 𝑁. On the other hand, the fractional term 𝑐 𝐷0
∝(𝑡)

 𝑣 (𝑡)  and the first term on the right-

hand side of Eq. (1), i.e. 

∫ (𝑡 − 𝑠)−𝛽
𝑡

0
 𝑣 (𝑠)𝑑𝑠 contain the integral from 0  𝑡𝑜  𝑡. This shows that in the first part of the 

interval [0,1] compared to the end of this interval there is more information about the solution. 

Therefore, we would expect to observe a smaller error in the first part [0,1]. Moreover, as we 

expected, the error decreases significantly as J increases.  

Table 1 shows the absolute error in determining the coordinates, for example 1 with J=7 at  ∝

(𝑡) = 0.15,   𝑠𝑖𝑛(𝑡)     and    𝛽 = 0.5, 0.7, 0.9. 

 

Example 2. Lets examine the following equation which is an equation of variable order. 

 

Figure 3. Estimations of the compelete error for the solution of Example one with different values of J.  
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Fractional integro-differential equation characterized by a weakly singular kernel. (Ref. [8, 11]): 

 

 

𝐶𝐷0
∝(𝑡) 𝑣 (𝑡) = 1 2⁄ ∫(

𝑡

0

 𝑡 − 𝑠 )
−𝛽
 𝑣 ( 𝑠 )𝑑𝑠 + 1 3⁄  ∫(

1

0

 𝑡 − 𝑠 ) 𝑣 ( 𝑠 )𝑑𝑠+ 𝑓 (𝑡),    0 ≤ 𝑡 ≤ 1  

 

With the initial condition v(0) = 0,  used for 𝛽 =
1

2
  and the initial term f defined as 

𝑓 (𝑡) =
Γ (4)t−∝(t)+3 

Γ(−∝ (t) + 4)
+
Γ (3)t−∝(t)+2 

Γ(−∝ (t) + 3)
− 
√π t

5
2Γ(4) 

Γ(
7
2)

−
√π t

7
2Γ(4) 

2Γ(
9
2)

 −
7𝑡

36
+ 

3

20
 

The require exact solution will determination in  𝑣(𝑡) = 𝑡3 + 𝑡2. 

 

Table 1. Absolute errors for example1 with 𝐽 = 7  by different ∝ (𝑡)  plus 𝛽 

𝑡 ∝ (𝑡) = 0.15 ∝ (𝑡) = sin 𝑡 ∝ (𝑡) = sin 𝑡 ∝ (𝑡) = sin 𝑡 

 𝛽 = 0.5 𝛽 = 0.5 𝛽 = 0.7 𝛽 = 0.9 

1/6 1.3 × 10−5 1.4 × 10−5 1.5 × 10−5 1.5 × 10−5 

1/3 2.4 × 10−5 2.8 × 10−5 2.6 × 10−5 2.7 × 10−5 

1/2 3.1 × 10−5 3.3 × 10−5 3.4 × 10−5 3.5 × 10−5 

2/3 3.7 × 10−5 3.9 × 10−5 4.1 × 10−5 4.2 × 10−5 

5/6 4.7 × 10−5 4.8 × 10−5 4.9 × 10−5 4.9 × 10−5 
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Figure 4. Calculation of complete error used for the solution of Example two through different values of J.  

 

In Figure 2 shown the absolute error for example two with ∝ ≡ 0.25 and 𝐽 = 4,5,6,7,8 on the 

knot vector. 

𝐸 = {0,0,2−𝐽, 2 × 2−𝐽, … , 2−1, 2−1, 2−1 + 2−𝐽, 2−1 + 2 × 2−𝐽, … , 1,1}. 

Here again we have a recurring knots on 𝑡 =  0,
1

2
, 1.   and the size of the coefficient matrix will 

be 2𝐽 × 2𝐽. As we can see, as in Example.1, the error increases as we approach the end of the 

interval [0,1]. Moreover, as we expected, the error decreases as J increases. 

 

Table 2. Show Absolute errors for Example two by 𝐽 = 7 and 𝛽 = 0.5  with different ∝ (𝑡) 

𝑡 ∝ (𝑡) = 0.25 ∝ (𝑡) = 𝑡 ∝ (𝑡) = sin 𝑡 ∝ (𝑡)

= 𝑠𝑖𝑛2𝑡 

 𝛽 = 0.5 𝛽 = 0.5 𝛽 = 0.5 𝛽 = 0.5 

1/6 1.3 × 10−5 1.5 × 10−5 1.7 × 10−5 1.8 × 10−5 

1/3 2.1 × 10−5 2.4 × 10−5 2.6 × 10−5 2.9 × 10−5 

1/2 5.0 × 10−5 5.4 × 10−5 5.7 × 10−5 5.9 × 10−5 

2/3 6.4 × 10−5 7.0 × 10−5 7.3 × 10−5 7.6 × 10−5 

5/6 1.1 × 10−4 1.6 × 10−4 1.8 × 10−4 2.0 × 10−4 
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 Above table show the absolute error for example two with  𝐽 = 7, and 𝛽 = 0.5  for   ∝ (𝑡) =

0.25, 𝑡, 𝑠𝑖𝑛(𝑡)   and   𝑠𝑖𝑛2𝑡. 

6. Conclusion 

The proposed method for solving weakly single-kernel fractional integro-differential equations 

using multiple B-nodes is shown to be reliable and efficient. By analyzing the operational matrices 

and demonstrating the convergence of the approach, we have established a solid foundation for its 

application. The presented numerical examples confirm the accuracy and efficiency of the method, 

making it a promising solution for solving problems in this area. Future work can extend this 

approach to more complex problems and explore its potential in other areas of fractional calculus. 
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