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Abstract. Continuous-time models for dynamic nonlinear systems offer greater reliability than their
discrete-time counterparts. Discrete-time models can suffer from information loss and increased noise
susceptibility. Chaotic and hyperchaotic systems pose significant challenges due to their unpredictable
nature. These systems are prevalent in various fields, including weather, climate, finance, and biology.
Artificial neural networks, inspired by the human nervous system, are effective in approximating complex
nonlinear systems. A recent innovation, the Sinc neural network (SNN), leverages the properties of the
Sinc function, which is smooth and oscillatory, making it suitable for approximation tasks. Despite
limited research, SNNs have shown promising results in applications like speech recognition, human
motion recognition, and fractional optimal control problems. This study introduces a modified Sinc
neural network (MSNN) to enhance the performance of SNN in identifying continuous-time nonlinear
systems. The MSNN employs a stable online training algorithm based on Lyapunov stability theory. It
is utilized to identify several chaotic systems, including the Duffing-Van der Pol oscillator, the Lorenz
system, and a financial hyperchaotic system. Additionally, the MSNN is used for forecasting wind speed,
an important factor in renewable energy generation. Data from Khorramabad, Iran, is utilized for this
purpose. The MSNN’s simple structure and strong performance in identifying nonlinear systems and
forecasting wind speed demonstrate its potential.

Keywords: Chaotic system, hyperchaotic system, modified Sinc neural network, system identification, wind speed
forecasting.
AMS Subject Classification 2010: 93B30, 68T07, 34C28.

1 Introduction

Continuous-time models for dynamic nonlinear systems tend to be more reliable than discrete-time mod-
els. This reliability arises since most physical laws and classical theories, such as Newton’s laws, Fara-
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day’s laws, Laplace transforms, and PID controllers, are originally formulated in continuous time. Con-
verting a continuous-time system description to a discrete-time description can result in information
loss. Additionally, discrete-time models are more susceptible to the effects of noise compared to the
continuous-time models. However, the identification of continuous-time systems is less studied in the
literature [1, 12, 15, 17, 24, 25, 31, 33].

Chaotic and hyperchaotic dynamic systems are extremely sensitive to initial conditions, a property
often referred to as the butterfly effect [30]. These systems are unpredictable since a small error in
the initial conditions can lead to a significant error in predicting their future behavior, despite being
governed by deterministic equations. The theory of chaotic systems began in 1963 with Lorenz’s work on
weather prediction [19]. Many real-world systems exhibit chaotic behavior, including weather, climate,
finance, and the human heart. Chaotic systems have applications across several scientific fields, such
as electronics, physics, chemistry, economics, and biology. Significant research has been conducted on
hyperchaotic systems in recent years [7,34]. These are complex chaotic systems with at least two positive
Lyapunov exponents, meaning their trajectories diverge exponentially in multiple directions. This field
is active and attractive for research, with applications in secure communication, cryptography, and the
control of complex systems.

Artificial neural networks (ANNs) draw inspiration from the human nervous system, comprising
computational neurons interconnected through weighted edges. By adjusting these weights with learning
rules, ANNs can approximate complex nonlinear functions. Recently, a Sinc neural network (SNN) has
been designed based on Sinc numerical methods, which are powerful tools in numerical analysis and
approximation theory. The Sinc function is smooth and oscillates between positive and negative values,
with its output approaching zero as the input tends to infinity.

There are few studies on ANNs using the Sinc activation function. Notably, Elwasif and Fausett have
used SNN with a single input and a single output to approximate functions with one variable [11]. Borra
et al. have utilized Sinc-based convolutional neural structures for electroencephalogram (EEG) motor
execution decoding [9]. Bria et al. have applied Sinc-based convolutional neural networks for EEG-
based Brain-Computer Interface motor imagery classification [10]. Other researchers have applied SNNs
to various tasks, including speech recognition [21], automatic speaker and age identification [23], EEG
motor imagery classification [18], and human motion recognition [8]. Recently, Heydari and Ahmadi
have developed SNNs to solve fractional optimal control problems [14].

In the applications of ANNs, the training methodology is crucial to their performance. Essentially,
there are two approaches: online and offline learning. In online learning, parameters are updated with
one observation at a time, whereas in offline learning, parameters are updated using all observations.
In real-time applications, online learning is often unavoidable. The stability of learning algorithm is
essential, and recent years have seen the development of online learning algorithms based on Lyapunov
stability theory for training ANNs [2, 4, 5].

In the recent decades, ANNs have proven their usefulness in modeling nonlinear systems. Several
works have been done in identifying continuous-time and chaotic nonlinear systems by neural networks.
Ren et al. have used the dynamic neural networks to identify continuous-time nonlinear systems [25].
Pozniak et al. used dynamic neural networks to identify chaotic systems [22]. Rubio applied ANNs and
Kalman filters to identify chaotic systems [26]. Garcia et al. employed recurrent wavelet first-order neu-
ral networks to identify chaotic dynamics in jerky-based systems [20]. Ahmadi utilized rough extreme
learning machines for the identification of uncertain continuous-time nonlinear systems [1]. Ahmadi and
Dehghandar used rough-neural networks for the prediction of chaotic time series [5]. Forgione and Piga
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employed tailor-made neural model structures for the identification of continuous-time systems [12].
To enhance the performance of SNNs, this study designs and applies a modified SNN (MSNN) to

identify nonlinear systems. The MSNN is interesting and novel for several reasons:

• Traditional neural networks often rely on large numbers of parameters and layers to capture com-
plex features. MSNN, by leveraging the properties of the Sinc function, can achieve comparable or
even superior performance with fewer parameters. This reduces computational load and memory
requirements, making it more efficient.

• Due to its reduced parameter space and more structured representation of data, MSNN can be less
prone to overfitting compared to traditional networks. This leads to better generalization on unseen
data, which is critical for building reliable machine learning models.

• MSNN can be integrated with existing neural network architectures, enhancing performance with-
out requiring a complete overhaul of the model. This flexibility makes it a practical choice for
improving existing systems incrementally.

• MSNN incorporates frequency-based information, beneficial for applications such as time-series
forecasting, signal processing, and other tasks where frequency patterns are important.

These advantages make MSNN a compelling choice for a range of applications and positions it as a
valuable tool in the evolution of neural network design and application.

The proposed model, MSNN, is trained with a stable online algorithm developed based on the Lya-
punov stability theory. To demonstrate the efficiency of proposed approach, it is used to identify chaotic
systems such as the Duffing-Van der Pol oscillator, the Lorenz system, and a financial hyperchaotic dy-
namic system. Additionally, MSNN is used to forecast wind speed chaotic time series. Wind, as a green
renewable energy source, is of global interest, and its power forecasting depends directly on accurate
wind speed forecasting. The data used for wind speed forecasting is gathered from the city of Khorram-
abad in Iran. MSNN, with a simple structure, demonstrates strong capability in identifying nonlinear
systems and wind speed forecasting. The innovations of this work can be summarized as follows:

• A modification of SNN, called MSNN, is designed to improve performance.

• MSNN is applied to identify continuous-time systems.

• MSNN is used to identify crucial chaotic and hyperchaotic systems.

• MSNN is implemented to forecast wind speed chaotic time series.

The rest of this paper is organized as follows: Section 2 describes the Sinc function and its applica-
tions. Section 3 explains the structure of MSNN. Section 4 discusses the identification of continuous-time
nonlinear systems with MSNN. Section 5 presents a Lyapunov-based learning algorithm for MSNN. Sec-
tion 6 covers the identification of chaotic and hyperchaotic systems with MSNN. Section 7 demonstrates
the use of MSNN to forecast wind speed time series. Finally, Section 8 draws conclusions.

2 Sinc function and its properties

This section is devoted to the definition and properties of Sinc function. This mathematical function
arises frequently in signal processing and the theory of Fourier transforms. There are two standard
definitions of the Sinc function:
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Figure 1: The structure of MSNN.

• Unnormalized Sinc function:

Sa(x) =
{ sin(x)

x , x 6= 0,
1, x = 0.

(1)

• Normalized Sinc function:

Sa(x) =
{ sin(πx)

πx , x 6= 0,
1, x = 0.

(2)

Remark 1. Sometimes, the Sinc function is called the sampling function. Therefore, we show the Sinc
function with Sa(x). In this work, we use the normalized form of Sinc function.

Sinc function is a beneficial function in different fields of applied sciences such as Sinc interpolation
and Sinc numerical methods with valuable results in solving nonlinear problems [29]. It is the inverse
Fourier transform of the rectangular function, making it crucial in signal processing for understanding
the relations between signals in time and frequency domains [28]. The Sinc function is smooth, oscil-
lating between positive and negative values (Figure 1). Its output approaches zero as the input tends to
infinity. This function has been used to form the Whittaker cardinal function as an important approach
in approximation theory. Suppose that

Sai(x) = Sa
(

1
h
(x− ih)

)
, i =−∞, . . . ,∞ (3)

is the i-th function in the set of Sinc basis functions where h is a positive real number. For the real
function f , the Whittaker cardinal function is defined as follows:

C( f ,h)(x) =
∞

∑
i=−∞

f (ih)Sai(x). (4)

In fact, the relation (4) interpolates function f at the points ih (i =−∞ · · ·∞).
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Figure 2: The structure of MSNN.

Suppose that in the complex ω-plane, Dd is defined as follows [27]:

Dd = {ω = t + is : |s|< d}. (5)

When a problem is defined on a subinterval I of R, we utilize a conformal map φ such that φ(I) = R.
Suppose that φ be a conformal map, and ζ be its inverse, from the simply-connected domain D containing
(0,1), onto Dd . Then, on a subinterval I = (0,1) = ζ (R) where φ(0) =−∞ and φ(1) = +∞, we have

f (x)≈
N

∑
i=−N

f (xi)Sai(φ(x)), (6)

where xi = ζ (ih).

3 Modified Sinc neural network (MSNN)

There are few studies on neural networks using the Sinc activation function. One notable example is the
work by Elwasif and Fausett in 1996, where SNN with a single input and a single output was used for
approximating functions with one variable [11]. Recently, Heydari and Ahmadi have improved the SNN
to solve the fractional optimal control problems [14].

Based on the presented structure for SNN in [11, 14], and using the Sinc basis functions described
in (3), (4), and (6), this work proposes the MSNN. It has three layers where its hidden layer contains
the Sinc basis functions, the inputs are connected to the outputs, and the parameters between inputs and
hidden layer are supposed to be one. Let X = [x1,x2, . . . ,xn]

T and Y = [y1,y2, . . . ,yq]
T show the inputs

and outputs of MSNN, respectively. Suppose that Si(t), i = 0,1,2, . . . ,m− 1 be the i-th function in the
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set of Sinc basis functions, and

Sai(X) = [Sai(x1),Sai(x2), . . . ,Sai(xn)]
T , i = 0,1,2, . . . ,m−1,

Sa(X) =


Sa0(X)
Sa1(X)

...
Sam−1(X)

 , (7)

W1 be the matrix parameters between inputs and outputs, W2 be the matrix of parameters between the
hidden nodes and outputs, and b be the biases of output neurons. Then, we have

Y = W1X +W2Sa(X)+b

=
[

W1 W2 b
] X

Sa(X)
1


= WS(X), (8)

where

W =
[

W1 W2 b
]
, S(X) =

 X
Sa(X)

1

 . (9)

4 System identification by MSNN

Consider the continuous-time nonlinear dynamic system:

Ż(t) = f (Z(t),U(t)), (10)

where U and Z denote the vectors of system inputs and system outputs, respectively. Suppose that (10)
is completely controllable, and the function f is Lipschitz continuous. Let A be a Hurwitz matrix (i.e.
all eigenvalues of A have negative real parts). By adding and subtracting AZ(t) to the right-hand side of
(10), it can be rewritten as:

Ż(t) = AZ(t)+g(Z(t),U(t)), (11)

where the function g(Z(t),U(t)) = f (Z(t),U(t))−AZ(t) represents the nonlinear part of (10). Assume
that MSNN can approximate the g(Z(t),U(t)) with an accuracy of ε(t), using the optimal parameters
W?. For this purpose, we use the MSNN in nonlinear autoregressive exogenous (NARX) configuration.
In this configuration, the inputs vector U(t) and the outputs vectors Z(t) are fed to the model. Therefore,
the inputs vector of MSNN can be shown as X(t) = [U(t),Z(t)]T . Then, according to (8), we have

Ż(t) = AZ(t)+W?S(X(t))+ ε(t), (12)

where S(X(t)) is described in the equations (7) and (9). Based on (12), we can write a parametric model
of the system (10) as follows:

˙̂Z(t) = AẐ(t)+Ŵ (t)S(X(t)), (13)
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where Ẑ(t) and Ŵ (t) are the approximations of Z(t) and W?, respectively.
Let E(t) = Z(t)− Ẑ(t) indicates the identification error. Using the equations (12) and (13), we have

Ė(t) = Ż(t)− ˙̂Z(t)

= AZ(t)+W?S(X(t))+ ε(t)−AẐ(t)−Ŵ (t)S(X(t))

= A(Z(t)− Ẑ(t))+(W?−Ŵ (t))S(X(t))+ ε(t)

= AE(t)+W̃ (t)S(X(t))+ ε(t), (14)

where W̃ (t) =W?−Ŵ (t).

5 Stable Learning Algorithm for MSNN

Based on Lyapunov stability theory, this section presents an online learning algorithm for MSNN. Re-
cently, this approach has been used for training the rough extreme learning machines [3]. In the proof of
Theorem 1, we need a special case of Barbalat’s Lemma [16] that follows.

Lemma 1. If f , ḟ ∈ L∞, and f ∈ Lp for some p ∈ [1,∞), then limt→∞ f (t) = 0.

Theorem 1. Suppose that MSNN is used to identify the system (10) where its parameters are adjusted as
follows:

˙̂W (t) = E(t)S(X(t))Γ−1, (15)

where the positive definite matrix Γ contains the learning rates. If

‖E(t)‖> ‖ε(t)‖
|λmin(A)|

, (16)

where |λmin(A)| shows the eigenvalue of A with minimum absolute value, then, the error E(t) approaches
zero, and the parameters Ŵ (t) are bounded.

Proof. Let

v(t) =
1
2

E(t)T E(t)+
1
2

tr
(

W̃ (t)ΓW̃ (t)T
)
. (17)

Then, according to (14), we have

v̇(t) = E(t)T Ė(t)+ tr
(

˙̃W (t)ΓW̃ (t)T
)

= E(t)T AE(t)+E(t)TW̃ (t)S(X(t))+E(t)T
ε(t)+ tr

(
˙̃W (t)ΓW̃ (t)T

)
= E(t)T AE(t)+E(t)T

ε + tr
(

E(t) [S(X(t))]T W̃ (t)T
)
+ tr

(
˙̃W (t)ΓW̃ (t)T

)
= E(t)T AE(t)+E(t)T

ε + tr
(

E [S(X(t))]T W̃ (t)T + ˙̃W (t)ΓW̃ (t)T
)
. (18)
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From the fact that W̃ (t) =W?−Ŵ (t), we have ˙̃W (t) =− ˙̂W (t). Therefore

v̇(t) = E(t)T AE(t)+E(t)T
ε(t)+ tr

(
E(t) [S(X(t))]T W̃ (t)T − ˙̂W (t)ΓW̃ (t)T

)
= E(t)T AE(t)+E(t)T

ε(t). (19)

In (19), the last equality is the result of assumption (15). From the fact that A is a Hurwitz matrix, we
have

v̇(t) = E(t)T AE(t)+E(t)T
ε(t)

≤ −‖E(t)‖2|λmin(A)|+‖E(t)‖‖ε(t)‖. (20)

The last expression is a polynomial of degree two in ‖E(t)‖, and

‖E(t)‖= ‖ε(t)‖
|λmin(A)|

(21)

is a zero for this polynomial. According to the fact that the coefficient of ‖E(t)‖2 is negative, for

‖E(t)‖> ‖ε(t)‖
|λmin(A)|

(22)

we have

v̇(t)≤−‖E(t)‖2|λmin(A)|+‖E(t)‖‖ε(t)‖< 0. (23)

Therefore, v̇(t)< 0, v(t) is a decreasing function, and v(t)< v(0). According to the positive definiteness
of v(t), we have 0 < v(t)< v(0), v(t) ∈ L∞, and hence, E(t) ∈ L∞. Using these results, we conclude that

0 <
∫

∞

0
‖E(t)‖2

λmin(A)dt−
∫

∞

0
‖E(t)‖‖ε(t)‖dt

≤ −
∫

∞

0
v̇(t)dt = v(0)− v(∞)< ∞. (24)

Thus, E(t) ∈ L2, and E(t) ∈ L∞ ∩L2. In addition, since the function f in system (10) is Lipschitz
continuous, Ė(t) ∈ L∞. Then, using Lemma 1, we have E(t)→ 0 as t → ∞, and according to (15), we
conclude that the parameters in the matrix Ŵ (t) are bounded.

6 Identification of chaotic and hyperchaotic systems by MSNN

This section is devoted to identifying some well-known chaotic and hyperchaotic dynamic nonlinear
systems using the proposed approach. The first chaotic system is the Van der Pol-Duffing oscillator. It
has been used to model many physical systems in electrical mechanics and electronics. Then, the Lorenz
chaotic system is identified that arises in the models of many natural systems, such as the lasers, DC
motors, electric circuits, and chemical reactions. Finally, we apply the MSNN to identify a financial
hyperchaotic system with four dimensions.
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6.1 Van der Pol-Duffing oscillator

The Van der Pol oscillator is a nonlinear oscillator with self-excited oscillations, and the Duffing oscil-
lator is a nonlinear oscillator with different dynamical behaviors, such as hardening and softening spring
effects. The Van der Pol-Duffing oscillator combines these oscillators, and therefore, it can exhibit a
wide range of dynamic behaviors. Van der Pol-Duffing oscillator has many applications in different con-
texts, such as physics, biology, signal processing, electronics, and control engineering [32]. This chaotic
system is described with the equation

d2x
dt2 −α(1− x2)dx

dt +βx+ γx3 = φ(ζ ,ω, t),

x(0) = κ, x
′
(0) = τ.

We can write this oscillator as a system of two differential equations of order one:{
ż1 = z2
ż2 = α(1− z2

1)z2−β z1− γz3
1 +φ(ζ ,ω, t)

, (25)

Here, we suppose that α = 0, β = 0.3, γ = 0.012, κ = 0.1, τ = 0.1, ζ = 0.2, ω = 2, and φ(ζ ,ω, t) =
ζ sin(ωt).

Table 1: MSEs of neural models in the identification of Van der pol-Duffing oscillator (25).

Model nh h Para. epochs Γi Testing MSE
MLP 45 - 315 1 2000I45 0.0019
MLP 65 - 455 1 2000I65 0.0016
MLP 45 - 315 50 2000I45 4.12e-5
SNN - 0.2 42 100 200I21 0.1427
SNN - 0.2 42 1000 200I21 0.0630

MSNN - 0.2 52 1 50I26 2.75e-5
MSNN - 0.1 92 1 50I46 1.17e-5
MSNN - 0.05 172 1 50I86 1.85e-5
MSNN - 0.1 92 50 50I46 8.11e-6

Van der Pol-Duffing oscillator is identified by MSNN, SNN, and multilayer perceptron (MLP). In
MLP, the trainable parameters are initiated with random numbers in the interval [−0.5,0.5]. In SSN and
MSNN, the trainable parameters are initiated with random numbers in the interval [−0.05,0.05]. The
input vector of neural identifiers is

X = [z1(k−1),z2(k−1),z1(k−2),z2(k−2)]T .

The matrix A in the linear part of the models (Equation (13)) is empirically chosen as

A =

[
−6 0
0 −42

]
, (26)

and the discretization step dt for data generation is chosen as dt = 0.01. The other hyper-parameters and
the MSEs of neural models are presented in Table 1. Figure 3 shows the simulation results in identifying
the Van der pol-Duffing oscillator with MSNN. Figure 4 shows the phase plane in identifying the Van
der pol-Duffing oscillator with MSNN. From the simulation results, we conclude that in identifying the
Van der pol-Duffing oscillator, the performance of MSNN is better than the SNN and MLP.
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Figure 3: Simulation results in identifying the Van der pol-Duffing oscillator (25) with MSNN (h = 0.1
and 50 epochs).

Figure 4: Phase plane of Van der pol-Duffing oscillator (25) in the identification with MSNN (h = 0.1
and 50 epochs).
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6.2 Lorenz System

Table 2: MSEs of neural models in the identification of Lorenz system (27).

Model nh h Para. Γi Testing MSE
MLP 60 - 600 100I60 1.55e-4
MLP 100 - 1000 100I100 1.41e-4
SNN - 0.2 93 I31 6.71e-4
SNN - 0.1 183 I61 3.05e-4
SNN - 0.05 363 I121 9.27e-5
SNN - 0.025 723 I241 8.91e-5

MSNN - 0.2 111 I37 5.00e-5
MSNN - 0.1 201 I67 4.78e-5
MSNN - 0.05 381 I127 2.10e-5
MSNN - 0.025 741 I247 7.71e-6

The Lorenz system is an attractive and important example of a chaotic system. It was first studied by
Lorenz in 1963. In the literature, the Lorenz system has been used to model weather and climate, lasers,
chemical reactions, etc. The governing equations of the Lorentz system are

ż1 = σ(z2− z1),
ż2 = rz1− z2− z1z3,
ż3 = z1z2−bz3,

(27)

where σ , r, b > 0 are system parameters. Here, we suppose that z1(0) = 7.5, z2(0) = −9, z3(0) = 28,
and σ = 10, r = 28, b = 8/3.

The Lorenz system is identified by MSNN, SNN, and MLP. In MLP, the trainable parameters are
initiated with random numbers in the interval [−2,2]. In SNN and MSNN, the trainable parameters are
initiated with random numbers in the interval [−0.05,0.05]. The input vector of neural identifiers is

X = [z1(k−1),z2(k−1),z3(k−1),z1(k−2),z2(k−2),z3(k−2)]T .

The matrix A in the linear part of the models (Equation (13)) is empirically chosen as

A =

 −100 0 0
0 −100 0
0 0 −100

 , (28)

and the discretization step dt for data generation is chosen as dt = 0.01. The other hyper-parameters and
the MSEs of neural models in identifying the Lorenz chaotic system are presented in Table 2. Figure
5 shows the simulation results in identifying the Lorenz chaotic system with MSNN. Figure 6 shows
the phase plane in identifying the Lorenz chaotic system with MSNN. From the simulation results, we
conclude that in identifying the Lorenz chaotic system, the performance of MSNN is better than the SNN
and MLP.
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Figure 5: Simulation results in identifying the Lorenz system (27) with MSNN.

Figure 6: Phase plane of Lorenz system (27) in the identification with MSNN.
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Table 3: MSEs of neural models in the identifying of financial hyperchaotic system (29).

Model nh h Para. Γi Testing MSE
MLP 30 - 390 100I30 7.55e-5
MLP 50 - 650 100I50 2.55e-5
MLP 90 - 1170 100I90 2.21e-5
SNN - 0.2 41 2I41 1.00e-5
SNN - 0.1 81 2I81 1.66e-6
SNN - 0.05 161 2I161 1.27e-6
SNN - 0.025 321 2I321 2.57e-7

MSNN - 0.2 49 2I49 4.28e-6
MSNN - 0.1 89 2I89 8.78e-7
MSNN - 0.05 169 2I169 3.50e-7
MSNN - 0.025 329 2I329 6.41e-8

6.3 Hyperchaotic financial dynamic system

The complex and unpredictable behavior of financial markets can be modeled by financial hyperchaotic
systems. The field of hyperchaotic systems is an active area of research, and few works have been done
in this context. An example of financial hyperchaotic systems is described as follows [7]:

z1(k+1) = z3(k)+(z2(k)−α)z1(k)+ z4(k),
z2(k+1) = 1−β z2(k)− z1(k)2,
z3(k+1) = −z1(k)− γz3(k),
z4(k+1) = −ζ z1(k)z2(k)−κz4(k),

(29)

where α, β , γ, ζ , κ are system parameters. Here, we suppose that α = 0.8, β = 0.3, γ = 1.1, ζ =
0.3, κ = 0.16 and z1(0) = 1, z2(0) = 2.5, z3(0) = 0.5, z4(0) = 0.5.

This hyperchaotic financial dynamical system is identified by MSNN, SNN, and MLP. In MLP, the
trainable parameters are initiated with random numbers in the interval [−1,1]. In SNN and MSNN, the
trainable parameters are initiated with random numbers in the interval [−0.05,0.05]. The input vector of
neural identifiers is

X = [z1(k−1),z2(k−1),z3(k−1),z4(k−1),z1(k−2),z2(k−2),z3(k−2),z4(k−2)]T .

The matrix A in the linear part of the models (Equation (13)) is empirically chosen as

A =


−100 0 0 0

0 −100 0 0
0 0 −150 0
0 0 0 −150

 , (30)

and the discretization step dt for data generation is chosen as dt = 0.01. The other hyper-parameters and
the MSEs of neural models in identifying the financial system are presented in Table 3.

Figure 7 shows the simulation results in identifying the hyperchaotic financial system with MSNN.
Figure 8 shows the phase plane in identifying the hyperchaotic financial system MSNN. From these
figures, we conclude that in identifying the hyperchaotic financial system, the performance of MSNN is
better than the other models.
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Figure 7: Simulation results in identifying the hyperchaotic financial dynamic system (29) with MSNN.

Figure 8: Phase plane of the hyperchaotic financial dynamic system (29) in the identification with MSNN.
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7 Wind speed time series forecasting

Time series forecasting involves predicting future values based on the previously observed values. It is
widely used in various fields such as finance, weather forecasting, supply chain management, and more.
In recent years, many attempts have been made to use the capabilities of ANNs to forecast future values
of time series. The temporal evolution of time series can be described using a state space model in
dynamical systems [5]. The time series observations {x(t)}∞

t=0 can be transformed into the state vectors
{Z(t)}∞

t=0 where Z(t) ∈ Rn shows the system states. The dynamics of these states can be defined as
follows:

Ż(t) = f (Z(t)), (31)

where f is an unknown function. The approximation of this system with MSNN is similar to the iden-
tification of (10) that is described in Section 4. Wind power as a renewable energy has the advantage

Figure 9: Original data of wind speed time series in Khorram Abad.

of less pollution in comparison with the other energy sources [6]. Therefore, increasing the usage of
wind energy would decreases the environmental pollution arising from fossil fuels. Prediction of wind
power is directly related to the accuracy of wind speed prediction. This problem has been in the scope of
researchers in recent years. It has been shown that wind speed is a chaotic time series [13]. In the present
work, we use the proposed model MSNN for wind speed prediction.

The process of wind speed forecasting using the MSNNs can be described through the following
steps:

• Data preparation: First, we gather historical data relevant to our prediction. The utilized data for
this work has been gathered from the meteorological stations in Khorram Abad city, in the west of
Iran (Figure 9). To improve the network performance, we normalize the data to the range -1 to 1
and split the data into training and test sets. Additionally, we use a Butterworth filter (ω = 0.05)
to smooth the data (Figure 10).

• Model selection: In this work, MSNN is utilized as the neural model for wind speed forecasting.
To demonstrate the efficiency of MSNN, we compare the results with MLP and SNN.
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• Model training: The neural models are trained using an online learning algorithm based on the
Lyapunov stability theory.

• Evaluation and tuning: To evaluate the model performance, MSE is used, and the hyperparame-
ters are adjusted empirically to improve model performance.

• Prediction: Using the trained model, the future values of the wind speed time series are forecast.

• Post-processing: For normalized data, the model predictions need to be inverse transformed and
interpreted, which is done in this work.

Figure 10: Wind speed time series in Khorram Abad after filtering.

Wind speed time series is forecast by MLP, SNN, and MSNN. In MLP, the trainable parameters are
initiated with random numbers in the interval [−0.3,0.3]. In SNN and MSNN, the trainable parameters
are initiated with random numbers in the intervals [−0.05,0.05] and [−0.005,0.005], respectively. The
input vector of neural identifiers is

X = [x(k−1),x(k−4),x(k−7),x(k−10),1]T .

The matrix A in the linear part of the models (Equation (13)) is empirically chosen as A = [−40],
and the discretization step dt in the implementation of models, is chosen as dt = 0.04. The other hyper-
parameters and the results in the wind speed forecasting with the neural models, is presented in Table 4.
Figure 11 shows the results in wind speed forecasting with MSNN. Therefore, we can conclude that in
wind speed forecasting, the performance of MSNN is better than the other models.

8 Conclusion

This work introduces a novel structure for Sinc neural networks (SNNs), called MSNN, designed for
identifying nonlinear systems. The parameters of MSNN are adjusted using a Lyapunov-based online
algorithm. The proposed model is applied to identify various chaotic and hyperchaotic dynamic systems.
Additionally, the model is used to forecast chaotic wind speed time series, and the results are compared
with other models. MSNN, designed based on the Sinc interpolation method, boasts a simple yet effective
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Table 4: MSEs of neural models in the wind speed forecasting.

Model nh h Para. Γi Testing MSE
MLP 10 - 70 100

3 I10 0.0010
MLP 20 - 140 100

3 I20 0.0008
MLP 30 - 210 100

3 I30 0.0012
SNN - 0.2 21 I21 0.0031
SNN - 0.1 41 I41 0.0013
SNN - 0.05 81 I81 0.0041
SNN - 0.025 161 I161 0.0027

MSNN - 0.2 26 5I26 0.0005
MSNN - 0.1 46 5I46 0.0006
MSNN - 0.05 86 5I86 0.0005
MSNN - 0.025 166 5I166 0.0003

Figure 11: Implementation of MSNN with h = 0.05 in the forecasting of wind speed time series.

structure and demonstrates a strong capability in identifying nonlinear systems. Future research will
focus on using the proposed model for the identification, prediction, and control of real-world chaotic
and hyperchaotic systems. Studying these systems is valuable and exciting due to their presence in many
critical natural systems.
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