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Abstract. In this work, we present a new version of the Cahn-Hilliard equation to deal with binary
image inpainting. The proposed model is unique due to its memory effect ability implemented by the
time fractional derivative. Also, this model has a new diffusion term that gives a topological reconnec-
tion and a well sharpness of edges and corners. We give an existence result with some numerical tests
implemented by the convexity splitting to show the efficiency of the proposed model.
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1 Introduction

Image inpainting is the process of recovering clean data from a damaged image. In other words, image
inpainting is to restore a damaged observed image with missing information. It has many interesting
fields of applications, such as medical imaging, photoshop, augmented reality, robotic, etc (for more
see [9,10,25,39]). In literature, different models have been dealing with image inpainting with different
validations and successes. For instance, we mention partial differential equations (PDEs) [39], which
are widely used and showed remarkable results, especially for cartoon and binary images. In this work,
we are interested in applying the modified Cahn-Hilliard equation for inpainting binary images [18].
It was invented to describe the evolution of an interface between two state phases. The Cahn-Hilliard
equation is a fourth-order semi-linear PDE which is derived from the H1-gradient flow of the following
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Ginzburg-Landau energy:
1
2

∫
Ω

|∇u|2 + F(u)
ε2 dx,

where F(u) = 1
2 u2(1−u)2 is a smooth free energy Elliott [24] called double-well potentials. For binary

image inpainting, Cahn-Hilliard equation was first exploited by Bertozzi et al. [11, 13] by the following
(modified) version (stationary):

−∆

(
∆u− 1

ε2 F ′(u)
)
+λ ( f −u) = 0, in Ω. (1)

Eq. (1) is obtained by including the fidelity part λ ( f −u), where f is the observed data in the damaged
subdomain Ω\D (inpainting region), and

λ (x) = λ0χΩ\D,

where λ > 0 is set to balance the fidelity term and the state phase, and χΩ\Dis the known indicator
function of the subdomain Ω\D. The two state-phases F introduced by the Cahn-Hilliard equation play
a big role in homogeneous regions, while the interface between them plays the role on the edges and
the corners. The reason refers to the double well potential F which vanishes only at the values of 0
and 1. The model (1) is only proposed for inpainting binary images (two-scale). In the literature, other
generalizations from binary images to grayscale and colored images have been proposed [17, 21, 22, 27,
42]. The feature quality of Cahn-Hilliard is related to the choice of the parameter ε > 0, which is usually
clear near sharp edges and corners. Indeed, taking a large value of ε is always needed in order to join
edges over large distances. On the other hand, a small value of ε is needed to obtain the preservation
of sharp edges and also for the other features. Moreover, choosing ε to be constant (large or small) is
not practical. In other words, it is not relevant to recover damaged areas due to the balance between
inpainting of areas and sharpening of edges at the same time [11–13]. To remedy this issue, the authors
in [11,12] proposed to use a procedure with two steps. The first step starts the simulation of the numerical
computation with a large value of ε to reach a steady state. Next, the second step uses a new system with
a small value of ε using the previous result with the big value of ε , as initial data in order to sharpen and
preserve the features, such as edges and corners. In this work, we are interested in studying the following
modified Cahn-Hilliard equation with a fractional-time order derivative:

∂ αu
∂ t

=−ε∇
2.(∆A u)+

1
ε

∆(F ′(u))+λD( f −u), in Ω× (0,T ),

u(x,0) = f (x), on Ω\D, (2)

∇u = ∇ f , on ∂D,

where Ω⊂R2, a bounded domain with D⊂Ω the damage (inpainting) domain, T,ε > 0, f ∈ L2(Ω) is the
observed image with the damaged part, λD = λ χΩ\D where χΩ\D is the indicator function,
F(u) = u2(1−u)2 is a smooth free energy Elliott [14,15], ∆A u = Au∇2u is the diffusion term to control
the amount of the smoothing and regularity of the operator and finally ∂ α u

∂ t is the time-fractional α-order
derivative in the sense of Caputo [34]. We will explicitly introduce every term in the next section.
Now, we focus on justifying the modeling choices of our proposed model (2). The fractional derivative in
the sense of Caputo is used in order to benefit from its potential of memory effect. This later was studied
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in [3, 5–8, 23, 28, 37], where the authors proposed a system of fractional differential equations to study
the effect of memory on epidemic evolution equations. Furthermore, one type of memory effect, which
is extensively observed in ecology and epidemiology, was hysteresis. In hysteresis, the current state of
the system depends on the current conditions and also on the previous ones, which means that the current
event is influenced by the past systems [4, 20, 41]. In [35], the hysteresis potential is included in bio-
logical models because the defense mechanism of some living creatures is activated. For instance, in a
situation of disease spreading (human beings), the vaccine can have a long-term memory potential, when
it has a lasting effect, leaving the body to defend itself thanks to its immune memory system. Biologists
and mathematicians have concluded that the best tool for modeling those kind of problems refers to the
use of fractional Caputo derivative [5, 7, 8, 19, 31]. Mathematically speaking, a fractional-order deriva-
tive over time of an image u can be seen as a weighted sum of the successive terms u(x, t0), u(x, t1),,
u(x, tN), where t0, . . . , tN are the time steps. The fractional derivative explicitly uses the old versions of
the observed image until it converges to the perfect and desired final image, contrarily to the classical
derivative.

Our contributions

In this paper, we articulate the following contributions:

• We incorporate the time-fractional derivative tool to improve the visual results. Thanks to the
memory effect employed by the fractional Caputo derivative, we ensure sharpness of edges and
features. Using the diffusion term, we guarantee an insightful inpainting process for the damaged
domain in the final clean binary image.

• We investigate the existence result of our model, using Schauder fixed-point theorem with some
new compactness results in the fractional case.

• We apply thorough discretization with a finite difference scheme, by introducing the proposed two
steps procedure [11, 12] as mentioned above, with the convexity splitting method.

• We enrich our modeling with some rigorous numerical simulations with discussions and compar-
isons.

The structure of this paper is as follows, Section 2 deals with the theoretical results of our model (2). In
Section 3, we discuss the discretization of our approach and we give some visual results next to some
detailed remarks. Finally, we brief with a conclusion in Section 4.

2 Our approach and some tools

In this section, we start by explicitly introducing our model. First, we rewrite our model (2) as follows

∂ αu
∂ t

=−ε∇
2.(∆A u)+

1
ε

∆(F ′(u))+λD( f −u), in Ω× (0,T ),

u(x,0) = f (x), on Ω\D, (3)

∇u = ∇ f , on ∂D.
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The time-fractional derivative utilized is in the sense of Caputo and it has the following form:

∂ αu(t,x)
∂ t

=
1

Γ(1−α)

∫ t

0

∂u
∂τ

(τ,x)
1

(t− τ)α
dτ, 0 < α < 1.

The term Au in ∆A u = Au∇2u is an anisotropic diffusion matrix which its main role is to control the
smoothing process. Moreover, Au := Au(Jρ(∇uσ )) depends on its structure Jρ . It is defined by

Jρ(∇uσ ) = Gρ ∗ (∇uσ ⊗∇uσ ) = Gρ ∗ (∇(Gσ ∗u)⊗∇(Gσ ∗u)t),

where Gρ and Gσ are two Gaussian convolution kernels, having the following form Gτ =
1

2πτ2 exp(− |x|
2

2τ2 ).
The diffusion tensor Au is computed using the eigenvalues and the eigenvectors of the structure tensor
Jρ . Its purpose is to encode different scales in the image. In order to define the diffusion tensor Au,
we consider an eigenvalue decomposition Jρ(x) =V T (x)Σ(x)V (x), where V (x) ∈ R2×2 is an orthogonal
matrix and Σ(x) := diag(λ+(x),λ−(x)) ∈ R2×2 is the diagonal matrix of the ordered eigenvalues, where
λ+/− are the the eigenvalues of the tensor structure Jρ . Those eigenvalues can be calculated as follow:

λ+/− =
1
2

(
trace(Jρ)±

√
trace2(Jρ)−4det(Jρ)

)
.

The diffusion tensor Au is defined by

Au :Ω→ Sym2

x 7→V T (x)diag(θ (λ+(x)−λ−(x)) ,1)V (x),

where Sym2 is the set of symmetric matrices in R2×2 and

θ(s) :=
1

1+ s2

θ0

,

for some threshold θ0 > 0.
The Au is justified using geometric characteristics. Indeed, if λ+/− ≈ 0, the smoothing will be held

in homogeneous areas which will be isotropic. While if λ+� λ− ≈ 0 or λ−� λ+ ≈ 0, the smoothing
process is anisotropic and oriented along the edges, which is our main interest in recovering the damaged
domain. However, if λ+ � λ− � 0, the smoothing goes into corners (junctions of edges). For the
function θ , it is also chosen to satisfy the above constraints.

2.1 Preliminaries

In this section, we give some useful results to show the well-posedness of our model (3). Firstly, we give
the following assumptions for the diffusion matrix Au:

(H1) Au is Lipschitz in C 1(R), bounded and coercive,

(H2) Au is a symmetric positive-definite matrix.
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Secondly, we give some useful definitions of the fractional calculus and the connection between some
derivatives utilized in this paper. Additionally, AC([a,b]) is the space of functions which are absolutely
continuous on [a,b] and ACn([a,b]) (n ∈ N0) is the space of functions f such that f ′ ∈Cn−1([a,b]) and
f (n−1) ∈ AC([a,b]). In particular, AC1([a,b]) = AC([a,b]). To simplify, we take a function f in one
dimensional space, defined in [a,b], where f ∈ ACn([a,b]) and α ∈ [n−1,n).

Definition 1 ( [30, 36]). The left fractional derivative in the sense of Riemann-Liouville Dα

[a,x] f (x) of
order α ∈ R+, is defined by

Dα

[a,x] f (x) =
dn

dxn D−(n−α)
[a,x] f (x) =

1
Γ(n−α)

(
d
dx

)n ∫ x

a

f (τ)dτ

(x− τ)α−n+1 ,

where n = [α]+1, [α] means the integer part of α .

Definition 2 ( [30,36]). The left fractional derivative in the sense of Caputo CDα

[a,x] f (x) of order α ∈R+

is defined by

CDα

[a,x] f (x) =
1

Γ(n−α)

∫ x

a

f (n)(τ)dτ

(x− τ)α−n+1 .

Remark 1. Another definition of the Caputo fractional derivatives is via the Riemann-Liouville frac-
tional derivative, which defined by

CDα

[a,x] f (x) = Dα

[a,x]

[
f (x)−

n−1

∑
k=0

f (k)(a)
k!

(x−a)k

]
.

In particular, when 0 < α < 1 and a = 0, then CDα

[0,x] f (x) = Dα

[0,x]( f (x)− f (0)).

In order to integrate by an order α ∈ R+, we present the fractional integral in the sense of Riemann-
Liouville.

Definition 3. The fractional integral in the sense of Riemann-Liouville is defined by

Iα

]a,x] f (x) =
1

Γ(α)

∫ x

a
(x− t)α−1 f (t)dt. (4)

Remark 2. • An interesting propositionerty of the fractional Riemann-Liouville is

Iα

]a,x]D
α

[a,x] f (x) = f (x), (5)

when 0 < α < 1 and f ∈ AC([a,b]).

• We can deduce from the above equality that if 0 < α < 1, a = 0 and f ∈ AC([a,b]) then:

Iα

]0,x]

( CDα

[0,x] f (x)
)
= f (x)− f (0). (6)

In the case of the fractional derivative including the Caputo sense, the Leibniz (chain) rule is not
verified. To remedy this problem, we will use the following theorem [1].



362 A. Ben-loghfyry, A. Hakim

Theorem 1. suppose that α ∈ (0,1), H is an Hilbert space, and w : [0,T ]→H is such that ‖w(t)‖2
H

is absolutely continuous. Then it holds that

C
0 Dα

t ‖w(t)‖2
H ≤ 2

(
w(t), C

0 Dα
t w(t)

)
H
,

for almost every t ∈ [0,T ].

Now we are in a situation to explain the solution to our problem.

Definition 4. We call u a weak solution of the proposed problem (3) if it satisfies

u ∈ L2((0,T );H2(Ω)) and
∂ αu
∂ t
∈ L2((0,T );H2(Ω)′),

such that{ 〈
∂ α u
∂ t ,ϕ

〉
H2(Ω)′,H2(Ω)

+ ε
∫

Ω
Au∇2u.∇2ϕdx− 1

ε

∫
Ω

∆(F ′(u))ϕdx+
∫

Ω
λD(u− f )ϕdx = 0,

∀ϕ ∈ L2((0,T ),H2(Ω)).
(7)

The following lemma gives a priori estimations of the solution u in (3).

Lemma 1. Let u be a week solution of (3). Then there exists a constant C > 0 such that

‖u‖L∞((0,T ),L2(Ω))+‖u‖L2((0,T ),H2(Ω))+‖
∂ αu
∂ t
‖L2((0,T ),H2(Ω)′) ≤C.

Proof. We start by replacing ϕ = u in the variational problem (7) that gives〈
∂ αu
∂ t

,u
〉

H2(Ω)′,H2(Ω)

+ ε

∫
Ω

Au∇
2u.∇2udx− 1

ε

∫
Ω

∆(F ′(u))udx+
∫

Ω

λD(u− f )udx = 0.

This implies〈
∂ αu
∂ t

,u
〉

H2(Ω)′,H2(Ω)

+ ε

∫
Ω

Au|∇2u|2dx+
1
ε

∫
Ω

F ′′(u)|∇u|2dx+
∫

Ω\D
λ (u− f )udx = 0.

Using

• Theorem 1, for the time fractional term derivative,

• the coercivity of Au, for some constant ν ,

• F ′′(ξ )≥ γξ 2−C, for all ξ , for some constants γ and C,

we have

1
2

∂ α

∂ t
‖u‖2

L2(Ω)+νε‖∇2u‖2
L2(Ω)+

γ

ε

∫
Ω

u2|∇u|2dx+
∫

Ω\D
λ (u− f )udx≤ C

ε

∫
Ω

|∇u|2dx. (8)

Also by Lemma 5.2 in [11], we have∫
Ω

u2|∇u|2dx≥C
∫

Ω

u4dx−C
∫

Ω

|∇u|2dx−C. (9)
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By the Holder’s inequality, ∫
Ω

u4dx≥C
(∫

Ω

u2dx
)2

, (10)

and we now use the standard interpolation inequality, for an arbitrarily small constant δ > 0 that gives∫
Ω

|∇u|2dx≤ δ

∫
Ω

(∆u)2dx+C(δ )
∫

Ω

u2dx≤C(δ )
∫

Ω

u2dx.

Combining the last inequality, (9), (10) and absorbing the ε and γ into the constant C, we can rewrite
inequality (8) as

1
2

∂ α

∂ t
‖u‖2

L2(Ω)+νε‖∇2u‖2
L2(Ω)+

∫
Ω\D

λ (u− f )udx≤−C
(∫

Ω

u2dx
)2

+C(δ )
∫

Ω

u2dx+C. (11)

Using the fact that

λ

∫
Ω/D

u f dx−λ

∫
Ω/D

u2dx≤ λ

2

∫
Ω/D

f 2dx− λ

2

∫
Ω/D

u2dx,

Eq. (11) becomes

1
2

∂ α

∂ t
‖u‖2

L2(Ω)+νε‖∇2u‖2
L2(Ω)+

λ

2

∫
Ω\D

f 2dx≤−C
(∫

Ω

u2dx
)2

+C(δ )
∫

Ω

u2dx+C. (12)

Now, let ζ :=
∫

Ω
u2dx. Then the right-hand side of (12) is−Cζ 2+C(δ )ζ +C for some positive constants

C depending on δ . This is a parabola opening downwards and therefore is bounded from above by a
constant which we denote it again as C. We integrate by order α (see (4)) for s ∈ (0,τ), where τ ∈ (0,T ],
by using (6) in remark (2), (12) becomes

1
2
‖u(τ)‖2

L2(Ω)+
νε

Γ(α)

∫
τ

0
(τ− s)α−1‖∇2u‖2

L2(Ω)ds+
λ

2Γ(α)

∫
τ

0

∫
Ω\D

(τ− s)α−1 f 2dxds≤C+
1
2
‖ f‖2

L2(Ω).

We have s ∈ (0,τ) and τ ∈ (0,T ], which implies (τ− s)≤ τ ≤ T . Then, for 0 < α < 1, one has

(τ− s)α−1 ≥ T α−1,

which further implies

1
2
‖u(τ)‖2

L2(Ω)+
νε T α−1

Γ(α)

∫
τ

0
‖∇u‖2

L2(Ω)ds+
λ T α−1

2Γ(α)

∫
τ

0

∫
Ω\D

f 2dxds≤C+
1
2
‖ f‖2

L2(Ω).

We conclude that
‖u‖L∞((0,T ),L2(Ω))+‖u‖L2((0,T ),H2(Ω)) ≤C.

Now, we estimate the term ∂ α u
∂ t . According to the variational formulation (7), we have∣∣∣∣〈∂ αu

∂ t
,ϕ

〉
H2(Ω)′,H2(Ω)

∣∣∣∣= ∣∣∣∣− ε

∫
Ω

Au∇
2u.∇2

ϕdx+
1
ε

∫
Ω

∆(F ′(u))ϕdx+
∫

Ω

λD( f −u)ϕdx
∣∣∣∣.
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Using Holder inequality, we obtain∣∣∣∣〈∂ αu
∂ t

,ϕ

〉
H2(Ω)′,H2(Ω)

∣∣∣∣≤ε‖Au‖L∞(Ω) ‖∇2u‖L2(Ω) ‖∇2
ϕ‖L2(Ω)‖∇ϕ‖L2(Ω)

+
1
ε
‖F ′′(u)‖L∞(Ω)‖∇u‖L2(Ω)+λ‖ f −u‖L2(Ω)‖ϕ‖L2(Ω).

However, since ‖∇ϕ‖L2(Ω) ≤ ‖ϕ‖H2(Ω) and ‖∇2ϕ‖L2(Ω) ≤ ‖ϕ‖H2(Ω), we have

sup
ϕ

|
〈

∂ α u
∂ t ,ϕ

〉
H2(Ω)′,H2(Ω)

‖ϕ‖H2(Ω)

| ≤ε‖Au‖L∞(Ω) ‖∇2u‖L2(Ω)+
1
ε
‖F ′′(u)‖L∞(Ω)‖∇u‖L2(Ω)+λ‖ f −u‖L2(Ω).

Then, we find

‖∂ αu
∂ t
‖L2((0,T ),H1(Ω)′) ≤C,

which ends the proof.

2.2 The main theorem

In this section, we present the existence result of a solution u in our model (3).

Theorem 2. Let f ∈ L2(Ω), 0 < α < 1, ρ ≥ 0 and σ ,T > 0. Under the above assumptions, there exists
a solution u of the problem (3), where u ∈ L2((0,T );H2(Ω)).

Proof. We prove the existence by using the fixed point theorem of Schaulder [38]. For this reason, we
introduce the following functional space

F (0,T ) =
{

w ∈ L2((0,T );H2(Ω));
∂ αw
∂ t
∈ L2((0,T );H2(Ω)′)

}
.

The F (0,T ) is an Hilbert space equipped with the norm

‖w‖F (0,T ) = ‖w‖L2((0,T );H2(Ω))+‖
∂ αw
∂ t
‖L2((0,T );H2(Ω)′).

Let w be in F (0,T )∩L∞((0,T );L2(Ω)), such that ‖w‖L∞((0,T );L2(Ω)) ≤ ‖ f‖L2(Ω). We define the varia-
tional problem associated to (3), and we fix a w in the nonlinear term of diffusion〈

∂ αu
∂ t

,Y
〉

H2(Ω)′,H2(Ω)

+ ε

∫
Ω

Aw∇
2u.∇2Y dx− 1

ε

∫
Ω

∆(F ′(u))Y dx+
∫

Ω

λD(u− f )Y dx = 0,

∀Y ∈ H2(Ω), a.e in [0,T ].

Using the results in Theorem 3.8 in [32], on the existence of parabolic equations, we can prove that the
above problem admits a unique solution uw in F (0,T ), which satisfy the following estimations

‖uw‖L2((0,T );H2(Ω)) ≤ c1,

‖uw‖L∞((0,T );L2(Ω)) ≤ ‖ f‖L2(Ω),

‖ ∂ α uw
∂ t ‖L2((0,T );H2(Ω)′) ≤ c2,
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where the constants c1 and c2 depends on ρ , σ and f . The above estimations give us the right to define
the subset F0 of F (0,T ) as

F0 =

{
w ∈F (0,T ),w(0) = f ;‖w‖L2((0,T );H2(Ω)) ≤ c1,

‖w‖L∞((0,T );L2(Ω)) ≤ ‖ f‖L2(Ω),‖
∂ αw
∂ t
‖L2((0,T );H2(Ω)′) ≤ c2

}
.

(13)

Let V : w→V (w) = uw be a mapping from F0 to F0. It is clear that F0 in a non empty, convex and
weakly compact subspace of F (0,T ) (see [16]). To apply the Schauder Fixed-Point Theorem, we must
prove that the mapping w→V (w) is weakly continuous. For that reason, let (wn)n be a sequence which
converges weakly to w ∈F0. For simplicity reasons, we note un =V (wn). Using the compact inclusions
of Sobolev spaces [2], the recent results of compactness on the fractional version of Aubin-Lions in [29]
and by the estimations in (13), there exists a subsequence noted also (wn) and (un) such that

∂ αun

∂ t
⇀

∂ αu
∂ t

in L2((0,T );H2(Ω)′),

un→ u in L2((0,T );L2(Ω)),

∇
2un ⇀ ∇

2u in (L2((0,T );L2(Ω))2,

wn→ w in L2((0,T );L2(Ω)),

Awn →Aw in L2((0,T );L2(Ω)),

un(0)→ f in L2(Ω).

As n→+∞, we obtain u= uw =V (w). By the uniqueness of the solution of (3), the sequence un =V (wn)
converges to u =V (w), which proves the continuity of the mapping V. Finally, from the Schauder Fixed-
Point Theorem, there exists a function w ∈ F0 such that w =V (w) = uw, which end the proof.

3 Discretization, results and discussions

3.1 Discretization of our model

Let Ω (xi,y j) be the spatial partition of the image u for all i = 1, . . . ,N and j = 1, . . . ,M. We denote by
ui, j the value of u at the inner point (i, j). Let τ be the time step, i.e. t0 = 0, tkmax = T and tk = k× τ

for k = 1,2, . . . ,(Tmax− 1). The Caputo fractional derivative of u at the inner point (i, j) is approached
by [33]

∂ αuk
i, j

∂ tα
≈ σα,τ

k

∑
l=1

ω
(α)
l

(
uk−l+1

i, j −uk−l
i, j

)
= σα,τ

[
uk

i, j−
k−1

∑
l=1

(
ω

(α)
l −ω

(α)
l+1

)
uk−l

i, j −ω
(α)
k u0

i, j

]
, (14)

where

σα,τ =
τ−α

Γ(2−α)
, ω

(α)
l = l1−α − (l−1)1−α , and 1 = ω

(α)
1 > ω

(α)
2 > · · ·> ω

(α)
k .

Now, we manage to implement a specific fast solver known as convexity splitting [26, 40]. Additionally,
this method divides the energy functional of the proposed equation into two parts: a convex functional
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plus a concave functional. The part of the Euler-Lagrange equation derived from convex part is implicitly
dealt with in the numerical scheme, while the concave part is treated explicitly. The original Cahn-
Hilliard equation (1) (with λ = 0) is a gradient flow, i.e., we obtain the equation (1) by using an H−1

norm for the energy

E1 =
∫

Ω

ε

2
|∇u|2 + 1

ε
F(u)dx, (15)

with the fidelity term under an L2 norm for the energy

E2 = λ0

∫
Ω\D

( f −u)2dx. (16)

However, the functional E1 is not like ours, precisely in the first term. The new functional E1 applied to
our model has the following form

E+
1 =

∫
Ω

ε

2
|Av∇u|2 + 1

ε
F(u)dx, (17)

where v = f at the first iteration.
Our model (3) (or the modified Cahn-Hilliard equation in general) is neither a gradient flow in H−1-

norm nor in L2-norm. But, the basic idea of our implementation method, convexity splitting ,is that the
one for the Cahn-Hilliard energy E+

1 in Eq. (17) and the one for the energy E2 in Eq. (16), can still be
applied to our approach with good results. For example, for some positive constants C1 and C2, we split
E+

1 as E+
1 = E11−E12, where

E11 =
∫

Ω

ε

2
|Av∇u|2 + C1

2
|u|2dvecx,

and
E12 =

∫
Ω

−1
ε

F(u)+
C1

2
|u|2dvecx.

Similarly for E2
E2 = E21−E22,

where
E21 =

∫
Ω\D

C2

2
|u|2dvecx,

and
E22 =

∫
Ω\D
−λ0( f −u)2 +

C2

2
|u|2dvecx.

Using the discrete form of the time-fractional derivative discussed above in (14), we present the resulting
scheme

∂ αuk

∂ tα
=−∇H−1

(
Ek

11−Ek−1
12

)
−∇L2

(
Ek

21−Ek−1
22

)
, (18)

where ∇H−1 and ∇L2 are respectively the gradient descent with respect to the H−1 inner product, and L2

inner product. We rewrite (18) at the inner point (i, j) as follows

σα,τ

[
uk

i, j−
k−1

∑
l=1

(
ω

(α)
l −ω

(α)
l+1

)
uk−l

i, j −ω
(α)
k u0

i, j

]
+ε∇

2.(Auk
i, j

∇
2uk

i, j)−C1∆uk
i, j +C2uk

i, j

= ∆

(
1
ε

F ′
(

uk−1
i, j

))
+λD

(
fi, j−uk−1

i, j

)
−C1∆uk−1

i, j +C2uk−1
i, j ,
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which implies

uk
i, j +

1
σα,τ

[
ε∇

2.(Auk
i, j

∇
2uk

i, j)−C1∆uk
i, j +C2uk

i, j

]
=

k−1

∑
l=1

(
ω

(α)
l −ω

(α)
l+1

)
uk−l

i, j

+ω
(α)
k u0

i, j +
1

σα,τ

[
∆

(
1
ε

F ′
(

uk−1
i, j

))
+λD

(
fi, j−uk−1

i, j

)
−C1∆uk−1

i, j +C2uk−1
i, j

]
,

(19)

for all k ≥ 1.
The final discrete equation (19) can be solved, at iteration uk where uk−1 is given, with a two-

dimensional Fast-Fourier Transform method, which already exists in Matlab.
Finally, we recall that the inpainting is performed in a two-step method. Firstly, the inpainting is

done, taking a larger value of ε , which results a preservation and a reconnection of shapes with strong
edges and corners displayed by our diffusion term. Secondly, we use the results of the first step but with
a smaller value of ε in order to extract and sharpen the edge after the topological reconnection made
by the function F ′(u). Before we give the numerical results, we introduce some useful discretization.
We denote by (∂xu)i, j (resp. (∂yu)i, j) the discretization of the operators ∂xu (resp. ∂xu). They can be
calculated as follows

(∂xu)i, j =

{
ui+1, j−ui, j, if i < N,

0, if i = N,

(∂yu)i, j =

{
ui, j+1−ui, j, if j < M,

0, if j = M.

For the second derivatives, we have

(∂xxu)i, j =


ui+1, j−2ui, j +ui−1, j, if 1 < i < N,
ui+1, j−ui, j, if i = 1,
ui−1, j−ui, j, if i = N,

(∂yyu)i, j =


ui, j+1−2ui, j +ui, j−1, if 1 < j < M,
ui, j+1−ui, j, if j = 1,
ui, j−1−ui, j, if j = N,

(∂xyu)i, j =


ui, j+1−ui, j +ui−1, j+1 +ui−1, j, if 1 < i < N, 1 < j < M,
0, if i = 1,
0, if i = N,

(∂yxu)i, j =


ui+1, j−ui, j +ui+1, j−1 +ui, j−1, if 1 < i < N, 1 < j < M,
0, if j = 1,
0, if j = M.

3.2 Results and discussions

In this work, all our simulations were done by Matlab 2018, on a computer with a 3 GHz processor and
16 Gb of RAM. To test the performance of our approach, we use simulations starting with the Figures
1-3. We compare the results of inpainting of the masked binary image with an unknown center with
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(a) Original image. (b) Masked image.

(c) Our approach with α=1. (d) Our approach for α ∈]0,1[.

Figure 1: Binary image masked with an unknown center and our solutions.

our approach solutions. The first solution is when the fractional-time order α equals 1 which coincides
with the classical first derivative and when the fractional-time order α belongs to ]0,1[, we take α in the
first set as 0.83. We take λ = 102. In those figures, we use a process with two-steps with an inpainting
region with an added noise level. For example, in Figure 1 (a), we start running the term that contains
the Cahn-Hilliard equation with a big value of ε = 0.9. We switch to a small value of ε = .01, using the
result from the first step as initial data. The final result is reached and it is shown in the last image of
every figure. In this first test, the time step τ = 0.1. Similarly for the rest of numerical tests. Moreover,

(a) Original image. (b) Masked image.

(c) Our approach with α=1. (d) Our approach for α ∈]0,1[.

Figure 2: Binary image masked with an unknown center and our solution.

the propositionriety of memory effect potential can be seen clearly in our result images where α ∈]0,1[.
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This potential is clear in all figures and especially in Figure 3, where the resulting image converges to
the original one thanks to the memory effect potential contrarily to where α = 1 (classical derivative).

Additionally, it is clear that the preservation techniques obtained from the proposed model give
sharpness to the edges and corners of the masked images, next to its reconnections. This later is very clear
in the resulting images, where the strong and pointy edges and hard corners are recovered thanks to the
diffusion operator utilized in our approach. Furthermore, a contour representation is also introduced in
Figure 4, which shows the preserving quality of the proposed model in the case of α ∈]0,1[.The recovery
of pointy edges and corners is successfully guaranteed thanks to the memory potential effect obtained
from the Caputo fractional-time derivative. For more tests, we took a patch from an image. As Figure
5 shows, we take the intensity of pixels of the mentioned patch, to observe the behavior of the image in
the presence of a mask and a small additive noise. It is obvious that the resulting images converge to the
original ones, which shows that the recovery is robust by our approach. In the numerical simulations,
we justified all the above assumptions and modeling choices, such as the memory effect produced by
the time-fractional derivative (Caputo) and the features preservation guaranteed by the diffusion term
(Weickert).

4 Conclusions

In this work, we manage to propose a modified version of the modified Cahn-Hilliard with a new dif-
fusivity term and a time-fractional derivative over time (Caputo definition) to apply the memory effect
potential. We provide an existence result, thanks to Schauder Fixed Point Theorem and some recent
results on the fractional version of Aubin-Lions. The numerical simulations are made by the convexity
splitting, and they justify the modeling choices we make during this paper (recovery and preservation).
The resulting images are perfectly recovered, the sharpness of edges and corners is well preserved and
the reconnection between the image features is obtained, thanks to the potential of memory effect and
matrix diffusion term.
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