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ABSTRACT

Urgent is growing to have reliable information from the country's water resources. In recent years, data mining
models such as artificial neural network (ANN), gene expression programming, Bayesian network, machine
algorithms, such as a support vector machine (SVM), and Random Forest have found widespread use in the field
of simulation and prediction of components in aquatic ecosystems. Variables vary greatly on water quality
parameters (due to nonlinear and complex relationships). Therefore, conventional methods are not eligible to solve
water resource quality management problems. The aim of this study was to investigate the possibility of simulating
the spatial and temporal alterations in water quality parameters during the period 1985-2014 in Anzali Wetland
using a SVM model. Based on principal components analysis (PCA), the parameters EC, TDS, pH and BODs
were selected for analysis in this study. Spearman correlation was calculated to determine the inputs of the model
and the correlation coefficient (CC) between the water quality parameters. According to the results of the
correlation table analysis, 8 types of structures including different inputs were used to predict the parameters with
machine vector. In the next stage, 70% of the data were used to train, while the rest were used for analyzing the
models. Criteria for determination coefficient (R?) and root mean square error (RMSE) were used for evaluation
and model performance. The results revealed that in verification stage among different used models, the pH had
the highest accuracy (0.95), while the lowest RMSE (0.20). Trend of alterations for optimal model of each
parameter on a time scale, indicated an adequate estimation at most points. In general, the results exhibited the
appropriate accuracy and acceptable performance of the SVM model in simulating water parameters.

Keywords: Machine algorithms, PCA, RMSE, simulation, wetland.

INTRODUCTION

In recent years, data mining models such as artificial neural network (ANN), gene expression planning, Bayesian
network, machine algorithms such as Support vector machine (SVM) and Random Forest have been widely used
in the field of simulation and prediction of components in aquatic ecosystems (Samsudin et al. 2011). These data-
driven models have a definite mathematical structure and can detect nonlinear complex relationships between
input and output data without the physical process governing the phenomenon (Nayak et al. 2004). The SVM is
based on statistical learning theory, which dates back to 1960, and a nonparametric statistical method is monitored
(Pao 1989). Classical learning methods, including artificial neural networks, which are the most commonly used,
designed to minimize training data set error (empirical error minimization). Contrary to these methods, SVM are
based on structural error minimization. In other words, the structure of system, unlike the neural networks, has
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not been clear from the outset, in addition to minimizing the experimental error, the structural error is minimized
and the optimal system structure is determined during the training process (Bazargan-Lari et al. 2010). Despite
the speed of computing and the accuracy of SVM and ANN, support vector machines have higher stability and
ease of implementation (Xin et al. 2010). These machines have more power for non-teaching data (test data)
compared to the other learning methods. In classical models such as artificial neural networks, the network
structure is clearly defined before training and is not practically optimized. However, in SVM models, network
structure is also optimized along with weights (Bazargan-Lari et al. 2010). Several studies published in the field
of using this model: Liu et al. (2013) examined wavelet combinations and support regression vectors to predict
groundwater quality. The results showed that with the combination of wavelet and SVM, the effect of inputs on
the outputs of the model has increased and it makes accuracy of predictions more reliable (Liu et al., 2013). Saedi
et al. (2016) reviewed the salinity changes of the Caspian Sea using SVM, exhibiting the accuracy of this model
(Saedi et al. 2016). Solgi et al. (2017) studied the biochemical oxygen demand (BODs) in Karun River using SVM
based on principal components analysis (PCA) reporting that applying wavelet transforms to input data improves
the results. Knowledge of water quality and its changes are of particular importance in future planning and proper
management of water resources. Since wetlands are considered to be the most important ecological resources,
providing information about their ecological changes helps to find the reasons of changing and adopting
appropriate management policies (Rafii et al. 2011). Anzali Wetland has undergone so many changes during the
last few decades, providing suitable conditions for expansion of aquatic plants. Sedimentation and rising wetland
bed accelerated through bed loading extension of floating plants such as Azolla sp. and other aquatic plants. In
addition, by increasing sediment load in Anzali wetland during the last half century, the depth of the wetland has
decreased from 11 mto 2.5 m (Azari 2009). Variables vary greatly on water quality parameters (due to nonlinear
and complex relationships). Thereby, conventional methods are not good enough to solve the problem of water
resource quality management (Xiang et al. 2006). The aim of this study was to investigate the possibility of
simulating the spatial and temporal changes in the water quality parameters including electrical conductivity (EC),
total dissolved solids (TDS), pH and BODs during the period of 1985-2014 in Anzali Wetland using SVM model.

MATERIALS AND METHODS

Study area

Anzali wetland situated in north of Iran in Guilan Province in Bandar-e Anzali County, in 48°45” to 49°42’ E and
36°55” to 37°32° N respectively. (Fig. 1). The wetland is divided into four areas of Abkenar (West), East, Central
and Siah keshim, which are distinguished for some characteristics. The Anzali wetland complex with an area of
15,000 ha and height of 24 m below the global sea level is located in the southwest coast of the Caspian Sea, its
basin is a small part of the southern coastline of the sea. The wetland complex extends northwards to the sea, from
the east to Khomam and Pirbazar, from the west to Kapurchal and Abkenar, and southwards to the Sowmeh Sara
and part of Rasht (JICA 2005).

Used data

Anzali wetland quality data used in this study belonged to a period of 29 years from 1985 to 2014. Choosing the
proper inputs to the model is one of the most important issues in the statistical models. Hence, PCA was employed.
Principal component analysis is one of the multivariable statistical methods that is suitable for reducing the
complexity of variables and the proper interpretation of information when we have a large amount of information.
Further details on PCA are provided in other sources (Tabachnick & Fidell 2001). The statistical status of the
quality data of the Anzali Wetland water is shown in Table 1.

Table 1. The statistical properties of the parameters used in the statistical period.

pH TDS(MgL?Y)  EC(uscm?)  BODs(MgL%)
Max 9.23 6221 9720 150.08
Min 6.80 125 151 0.80

Mean +SE  7.97+0.45 919.64 £115.1 1467.4 +189.2 220127

Support Vector machine model

Support vector machine is a tool based on statistical learning theory, and learning is performed based on a set of
educational data (input and output pairs). In this method, searching for discovering objective function (estimation
or decision functions) in the modeling process is in conjunction with maximizing the utility and generalizability
Caspian J. Environ. Sci. Vol. 19 No. 1 pp. 95~104 Received: July 07. 2020 Accepted: Nov. 28. 2020

DOl: Article type: Research
©Copyright by University of Guilan, Printed in L.R. Iran



Fallah et al. 97

of the model, and in that way, its complexity is minimized. This is done using input and output training data. The
procedure is consisted of giving a set of M input and output data pair, (X, Yi), ..., M and i = 1, into the system
and the system attempts to assign the function f (x) from input to output to a kind of learning that can accurately
estimate y outputs for unobserved X values =Vapnik, 1998). Fig. 2 shows the schema of this model. In the SVM
regression model, the function associated with the dependent variable Y is a function of several independent
variables X. It is assumed to be similar to other regression issues, including determination of the relationship
between independent and dependent variables with an algebraic function such as f (x), plus a disturbance (allowed
error, €) (Vapnik 1995). Equation 1:

fX)=wWT.¢(x)+b
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Fig. 1. Geographical location of Anzali Wetland.

If W is the weight vector and b is the constant of characteristic of the regression function (bias term) and @ is also
a kernel function, then the purpose is to find a functional form for f (x). This is accomplished by training the SVM
model by a set of examples (training set) (Misra et al. 2009). To calculate b and w, the risk function (equation 2)
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in the e-SVM model should be optimized by considering the conditions (constraints) in equation 3 (Yoon et al.
2011).

Equations 2 and 3:
WTQ(XL) +b—yi < E+El~*,

N N

1. .

EW .W+C28i+ CZel-
i=1 i=1

yi—WT .. 0(X;)—b< c+¢,¢6,6 =0

where C (cost factor) is a regularization constant and positive integer, which determines the fineness when the
model training error occurs. @, Kernel function, N, number of samples (model training patterns), and two
characteristics e{“ and g; are slack variables. Finally, the regression SVM function can be rewritten in the following

form, equation 4: (Yoon et al. 2011).
N

fG) =) @ 0. 0G) +b
i=1
where a; is the mean of Lagrange multipliers. The calculation of @ (x) in its characteristic space may be very
complicated (Yoon et al. 2011). To solve this problem, the common trend in the SVM regression model is to
select a kernel function, the general form of the kernel function is presented in equation 5: (Hsu et al. 2003).
KX, X) = 0(X;")\/ b2 — 4ac
Various kernel functions can be used to make different types of e-SVM. The types of kernel functions that can be
used in the regression SVM model are: a polynomial kernel with three target attributes and kernel of radial base
functions (RBF) with a target characteristic, in which the kernel function of RBF was used in study and calculated
according to equation 6: (Hsu et al. 2003).
KX, X,) = -

( ) k) exp(o_z(x _Xk)z)
To solve the problem, the values of the parameters C and ¢, y as well as parameters related to the selected kernel
function should be specified. To optimize the three parameters, the Grid Search method is used (Hsu et al. 2003).
Noteworthy, the R 34 software was used to utilize the SVM model.

Predict Function F(x)

Core
Calculator

Fig. 2. Schematic model of the support vector machine model.

Model evaluation criteria
To evaluate the model used in this research, the determination coefficient (R?), the high values of this
coefficient, indicate better performance of the model and also the Root Mean Square Error (RMSE) was used.

R2 = ( nX») -E0Xy) )2

(@)~ Gy~

where X is the estimated value, y is the measured value and n is the number of samples.
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ZNizl(xest,i - xmeas,i)2

N
where Xes, is the estimated value, Xmeas, is the measured value, and N, is the number of samples. In addition to the
above criteria, the distribution and timing diagrams of observational values-computational time-versus-time
comparison and analysis are used.

RMSE =

RESULTS AND DISCUSSION

The existence of a large number of input variables is a major problem in the development of SVM models, which
may prevent SVM from finding the optimal model. Increased number of input variables due to the elevated
number of weights relative to the number of inputs, complicates the structure of the model and its instability. In
some cases, the variables are also highly correlated, and all of them will have a kind of duplicate information
entry. These issues may prevent finding optimal models. In order to reduce inputs, although some information
may be lost (Noori et al. 2009), we also used the proposed PCA method (Noori et al. 2011). Based on PCA, the
EC, TDS, pH and BODs were selected for analysis in the structure of this study. In order to determine the inputs
of the model and the correlation among water quality parameters, we calculated spearman correlation among the
water quality parameters using SPSS, 22 software in Table 2.

Table 2. Correlation coefficient (CC) between water quality parameters.
pH EC TDS BODs
pH 1
EC 0.146 1
TDS 0.158 0.881** 1
BODs -0.009 0.282** (0.295** 1
=zSignificant at the level of 0.001.

According to the results of the analysis of correlation coefficient (CC) in Table 2, 8 types of structures including
different inputs were used to predict the water quality parameters by SVM. The characteristics of these structures
are presented in Table 3.

Table 3. Selected compositions input parameter models, SVM.

Structure Input Output
1 pH, TDS, BODs EC
2 pH, TDS EC
3 EC, TDS, BODs pH
4 EC, TDS pH
5 pH, EC, BODs TDS
6 pH, EC TDS
7 pH, EC, TDS BODs
8 EC, TDS BODs

In the next stage, 70% of the data were employed to train, while the rest were used for testing and model analyzing.
To determine the optimal combination of input variables in the SVM, the optimal Grid Search function of the
network, the most suitable characteristics of the parameters C and &, gamma were selected for each model. In
Table 4, the model results are presented based on the optimal function for each structure.

Table 4. The results of SVM model training and validation
in Anzali wetland.
Pattern No.  Training Validation Model variables

RMSE R? RMSE R? C ¢ o

1 2424053 0.81 60586 089 20 001 1

2 262535 0.73 70068 087 1 01 05

3 7.991 0.85 0.210 095 15 001 10

4 8.53 0.88 0.426 0.9 1 01 05

5 149143 076 11318 093 10 001 5

6 125025 089 27011 091 1 01 05

7 35.305 0.75 565 088 30 0.2 25

8 45.33 0.86 28.24 094 1 01 05
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The statistical analysis of RMSE and CC is shown in Table 4 (0.210 and 0.95, respectively). The inputs of structure
3 are more appropriate than the structure 4 of pH models, as well as other compounds that are modeled with other
structures at the verification stage, hence definitely are more accurate. Albeit, based on the statistical indicators,
this argument can be expressed for this structure. In the same way, for TDS, the structure 5 is the same as 6, best
in comparison with other models at the verification stage (respectively, 113.18 and 0.93 respectively). In
comparison with the RMSE and CC indices, the EC model is 605.86, 700.68, and 0.89, 0.87 respectively for
structures 1 and 2, respectively. Compared to the BODs model, structure 7 exhibits a better accuracy (55.65 and
0.88, respectively). In Fig. 3, the graph of the best-performing models (optimal) is shown for each parameter for
the validation data. According to Fig.3, most of the values estimated by the model and the observed values of
TDS, EC and BODs are compared with pH, except for a few points on the bisector line, which implies the equality
of observation values and its line prediction. In Fig. 4, the process of variation for the optimal model of each
parameter was given on a time scale, which indicates suitable estimation in most of the points.

An examination of the optimal charts of each studied parameters (Figs. 3 and 4) revealed that the SVM model
exhibits a more acceptable performance in predicting the EC, TDS, pH and BODs values. By examining the input
parameters, it is possible to obtain data on the values of statistical indices. The number of inputs can also affect
the performance of the models, as shown once comparing the outputs of parameters in this study. According to
Table 4, the model of pH has the highest accuracy while RMSE in the verification stage. Due to the nature of each
phenomenon, the reason can be searched, and although the data-driven models are often non-linear and complex,
however, the impact of environmental processes on this issue should also be considered. Several studies have
reported the effectiveness of SVM (Liu et al. 2013; Saedi et al. 2016; Solgi et al. 2017), in accordance with the
findings of the present study which also exhibited the good performance of RBF. Kakaei Lafadani et al. (2013)
used ANN, SVM and also Mike's conceptual hydrologic models to simulate the daily flow of Eskandary basin
reporting that the SVM model with the kernel of the radial base function exhibited the lowest error in the daily
flow forecast.
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Fig. 3. Scattering diagram of the observational-computational values of SVM in the validation phase; (a) EC; (b) TDS; (c)
pH; (d) BOD:s.
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Fig. 4. Time-series graphs of observational-computational values relative to the time taken from the SVM in the validation
phase; (a) EC; (b) TDS; (c) pH; (d) BODs.

In addition, the prediction of the daily flow in Ghareh Souz basin showed the efficiency of the SVM model
(Mohammadpour et al. 2012). Moreover, Huang et al. (2014) predicted the monthly flow of China’'s Huaxi River
using SVM, reporting that the model carries a high degree of accuracy in predicting the monthly flow of the river.
Sedighi et al. (2016) also predicted the runoff precipitation process using ANN and SVM in the Roodak basin of
Tehran, Iran using MODIS sensor, concluding that SVM has an acceptable ability to estimate runoff.

CONCLUSION

The EC, TDS, pH and BODs parameters are among the most important factors in environmental and fishery
studies. Therefore, the simulation of accurate estimation is of great importance. This study also proved the
efficiency of the supporting vector machine model. Hence, it is recommended that due to its high accuracy and
speed, compared to the other intelligent learning methods, this model is suitable for estimation and evaluation in
other aquatic ecosystems.
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