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Abstract.The present work sheds new light on the computation of the
heat distribution on the boundary of the human eye. Due to different val-
ues of the thermal conductivity on each region of the human eye, the domain
decomposition technique is introduced and an optimization formulation is
analysed and studied to derive a proposed algorithm. All obtained par-
tial differential equations are approached by discontinuous dual reciprocity
boundary element method. The validity of the proposed approaches is con-
firmed by comparing to results reported with previous experimental and
numerical studies.
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1 Introduction

Eye disease is the most common cause of blindness, especially in the devel-
oping world where early diagnosis are unavailable for treatable diseases. Ac-
cording to the World Health Organization, about 39 million people around
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the world are blind and a further 246 million are unable to see properly.
More than two millennia ago, Hippocrates found that the disease is ex-
pected to be present in parts of the human body where we have an increase
or decrease in the temperature. Despite being very old, this concept is still
being used by physicians to determine the state of the health of a patient.

For over a century, researchers have been interested in the human eye
temperature. In 1875, Dohnberg (cited in [10]) used a mercury thermome-
ter and took a series of measurements of the ocular surface temperature.
In normal conditions, he reported a variation between 35.8◦C and 37◦C.
Mapstone [13] Used a bolometer in 1968 to measure the temperature of the
ocular surface, he recorded a mean temperature of 34.8◦C. In the 1989,
Efron et al. [5] used infra-red techniques and reported a mean temperature
of 34.3◦C, while more recently in 2005, Purslow et al. [19] obtained a mean
temperature of 35 ± 1.1◦C. These experimental techniques induce mea-
surement errors and present only the measurements of the ocular surface
temperature without much information on the temperature in the interior
parts of the human eye. In the 1980s, the development of computing tech-
nologies, especially the use of numerical and mathematical investigations,
has made it possible to obtain the temperature all over the eyeball without
using any experimental devices. In the last decades, computational meth-
ods are considered by many researchers as an alternative to experimental
techniques. In 1982, Lagendijk [12] used finite difference method (FDM) to
obtain the temperature of a rabbit’s eye and obtained a mean ocular surface
temperature of 34.5◦C. In 1988, Scott [21] using a finite element method
(FEM) recorded a temperature of 33.25◦C at the surface of the cornea. In
2006, Ng et al. [15] obtained results of the heat distribution all over the
human eye using finite element method (FEM). They recorded a mean oc-
ular surface temperature of 33.65◦C. In 2007, Ooi et al. [16] investigated
the bioheat transfer in the eye using boundary element method (BEM)
approach and reported a mean ocular surface temperature of 33.68◦C. In
another work in 2008, Ooi et al. [17] investigated the aqueous humor hy-
drodynamics effects in human eye heat transfer. More recently Wang et
al. [22] used finite element approach with Greens function as internal trial
function for simulating bioheat transfer in the human eye. A study of heat
transfer in human eye undergoing laser surgery was done in [14], where the
authors used transient simulations to predict heat behaviour.

In this work a combination between discontinuous dual reciprocity bound-
ary element method and non-overlapping domain decomposition method [2]
is used to obtain an approximation of heat distribution in the human eye.
Two types of non-overlapping domain decomposition method are adopted
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in this study, namely the Dirichlet-Neumann method and a combination
between optimization techniques and non-overlapping domain decomposi-
tion. This paper is divided into five sections, in the first section the govern-
ing equation of heat distribution in human eye is presented with adequate
boundary conditions, the second section is dedicated to the description of
the proposed approach, in the forth section some numerical applications
are presented and in the final section a conclusion is drawn.

2 Mathematical formulation

2.1 The human eye model

A two-dimensional model of the human eye following the dimensions in
[15], is developed in this section. The human eye model is obtained using
anatomical measurements reported in the literature [3,7]. In this model, the
eye is partitioned into four parts the aqueous humor, the lens, the vitreous
humor and the sclera as in Figure 1 with different thermal properties. The
retina and the choroid are very thin and are considered as part of the sclera.
The iris and the sclera has similar thermal properties and are modeled
together. Since the cornea and the aqueous humor have similar thermal
properties [4], the cornea is assumed to be part of the aqueous humor. The
thermal properties of the human eye are given in Table 1. In this work, the
human eye is decomposed into two domains, namely the aqueous humor
and the lens noted Ω1 and the vitreous humor and the sclera denoted as
Ω2.

Figure 1: 2D illustration of the human eye.
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2.2 Governing equation

The equation governing heat distribution in the human eye is Pennes bio-
heat equation is given in [18] and is written as in

ρcb
∂T

∂t
= ∇(k∇T ) + ωbρbcb(Tb − T ) +Q+Qm , (1)

where T is the temperature (K), ρ is the density (kg m−3), cb the specific
heat (J kg−1 K−1), k the thermal conductivity of local tissue (W m−1 K−1),
ωb is the volumetric flow rate of blood in the eye (m3/s), t is time (s), Qm
is heat generated through metabolism (W m−3) and Q is heat generated
from external sources such as radiation. Subscript b refers to blood.

Heat generated by metabolism or by external source is neglected because
the human eye is composed mainly of water and we assume that there is
no radiations affecting the heat in human eye. For a steady state case, Eq.
(1) is written

∇(k∇T ) + ωbρbcb(Tb − T ) = 0. (2)

The thermal conductivity of each sub-domain can be found in Table 1.

Moreover, Tb is the blood temperature 37◦C, cb is the specific heat of
blood 3594 J/kg◦K and ρb is the density of blood which are equal to and
1060 kg/m3 [15].

Table 1: Properties of different tissues of the human eye [9].

Tissue Thermal conductivity Blood perfusion
(Wm−1K−1) rate (m3/s)

Cornea 0.58 0
Aqueous humor 0.58 0
Lens 0.40 0
Iris 1.0042 0
Vitreous humor 0.603 0
Choroid 0.53 0.021
Retina 0.565 0.035
Sclera 1.0042 0

2.3 Boundary conditions

Boundary conditions are defined on the surfaces of the cornea and the sclera
as follow:



The numerical study of optimal control domain decomposition 223

• On the surface of the sclera Γs, the blood flow is acting as a heating
source

−k∂T
∂n

= hbl(T − Tbl). (3)

In the above equation, n is the normal direction to the surface bound-
ary. hbl (65 Wm−2K−1) is the convection coefficient between blood
and eye and Tbl is blood temperature (37◦C) [15].

• On the surface of the cornea Γc, there are three forms of heat loss
through convection, radiation and tears evaporation.

−k∂T
∂n

= hamb(T − Tamb) + σε(T 4 − T 4
amb) + E . (4)

In this equation, Tamb is the ambient temperature (25◦C), hamb is the
convection coefficient (10 Wm−2K−1) and E is the tear evaporation
rate of the eye (40 Wm−2). σ is the Stefan Boltzmann constant
(5.67× 10−8Wm−2K−4) and ε is emissivity 0.975 [15].

Then, the non-linear boundary problem for heat distribution in the human
eye, in stationary state, can be written as follows:

−∇(k∇T ) + ωbρbcbT = ωbρbcbTb in Ω,

−k ∂T∂n = hbl(T − Tbl) on Γs,

−k ∂T∂n = hamb(T − Tamb) + σε(T 4 − T 4
amb) + E on Γc.

(5)

We are interested now in approximating problem (5). Due to the different
values of thermal conductivity of local tissue, we can decompose the human
eye Ω into two domains Ω1 and Ω2. Ω1 is composed of the cornea, the
aqueous humor and the lens and Ω2 is formed by the sclera, the vitreous
humor and the iris.

3 Description and analysis of algorithms

In this section, our domain decomposition is illustrated in Figure 2 and we
begin by describing the obtained Dirichlet-Neumann method.

3.1 Dirichlet-Neumann domain decomposition method

The first domain decomposition technique is done using Dirichlet-Neumann
decomposition method and by decomposing the human eye into two disjoint
sub-domains Ω1 and Ω2 presented in Figure 2. I is the interface between
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Figure 2: The decomposition of the human eye into two subdomains. The
first subdomain is Ω1 composed of the cornea and the lens and the second
subdomain Ω2 is constitued of the iris, the vitreous humor and the sclera.

Algorithm 1 Dirichlet-Neumann domain decomposition algorithm

Input: Tol, µ0, k = 1, and error = 1
While error ≥ Tol
• Solve non-linear problem (6) to obtain

∂Tk
1

∂n1
on I:

−∇(k1∇T k1 ) + ωbρbcbT
k
1 = ωbρbcbTb in Ω1

−k1
∂Tk

1
∂n1

= hamb(T
k
1 − Tamb) + σε((T k1 )4 − T 4

amb) + E on Γc
T k1 = µk−1 on I

(6)

• Solve linear problem (7) to obtain T k2 on I:
−∇(k2∇T k2 ) + ωbρbcbT

k
2 = ωbρbcbTb in Ω2

−k2
∂Tk

2
∂n2

= hbl(T
k
2 − Tbl) on Γs

−k2
∂Tk

2
∂n2

= k1
∂Tk

1
∂n1

on I

(7)

• Update:
µk = µk−1 + θ(T k2 − µk−1) on I and θ ∈]0, 1[
• Compute:
error = ‖µk − µk−1‖, k = k + 1

End while

sub-domains Ω1 and Ω2. The Dirichlet-Neumann algorithm used to solve
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problem (5) is given by Algorithm 1.
The non-linearity in (6) is treated using Newton’s method [8]. We are

interesting to propose an algorithm based on optimization formulation and
it is described and analysed in the following section.

3.2 Optimal control formulation

In this section, the human eye is also divided into two disjoint sub-domains
Ω1 and Ω2 illustrated in Figure 2. I is the interface between sub-domains Ω1

and Ω2. For given ψ, the problem (5) defined over these two sub-domains
is then given on Ω1 by

−∇(k1∇T1) + ωbρbcbT1 = ωbρbcbTb in Ω1,

−k1
∂T1
∂n1

= hamb(T1 − Tamb) + σε((T1)4 − T 4
amb) + E on Γc,

k1
∂T1
∂n1

= ψ on I,

(8)

and on Ω2 by 
−∇(k2∇T2) + ωbρbcbT2 = ωbρbcbTb in Ω2,

−k2
∂T2
∂n2

= hbl(T2 − Tbl) on Γs,

k2
∂T2
∂n2

= −ψ on I.

(9)

In this part, the interest is to combine an optimal control formulation and
non-overlapping domain decomposition to solve problem (5). This com-
bination is given as a constrained minimization problem where the cost
functional is the L2(I)-norm of the difference between T1 and T2 across the
interface I where T1 and T2 are the solutions of the state equations (8) and
(9), respectively. Our goal is to determine a function such that T1 is as
close as possible to T2 along the interface I. Mathematically, the optimal
control formulation is defined as follows:

Minimize J(T1(ψ), T2(ψ)) for all ψ ∈ V0

where J(T1(ψ), T2(ψ)) =
1

2

∫
I
(T1 − T2)2ds

T1(ψ), T2(ψ) solutions of (8) and (9), respectively.

(10)

V0 is the convex set given by:

V0 = {ψ ∈ L2(I) � ‖ψ‖L2(I) ≤ C},

where C ≥ 0.

Remark 1. The equivalence between problem (5) and (10) can be verified
easily.
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For ψ ∈ V0, the weak formulation of problem (8) is given by{
Find T1(ψ) ∈ H1(Ω1)
∀v1 ∈ H1(Ω1) a1(T1(ψ), v1) + h(T1(ψ), v1) = L1(v1)

(11)

where

a1(T1(ψ), v1) =

∫
Ω1

(k1∇T1(ψ)∇v1 + ωbρbcbT1(ψ)v1) dΩ1

+

∫
Γc

hambT1(ψ)v1ds,

h(T1(ψ), v1) =

∫
Γc

σεT 4
1 (ψ)v1ds,

and

L1(v1) =

∫
Ω1

ωbρbcbTbv1dΩ1 +

∫
I
ψv1ds

+

∫
Γc

(
hambTamb + hambT

4
amb − E

)
v1ds.

For ψ ∈ V0, the weak formulation of problem (9) is given by{
Find T2(ψ)) ∈ H1(Ω2)
∀v2 ∈ H1(Ω2) a2(T2(ψ), v2) = L2(v2)

(12)

where

a2(T2(ψ), v2) =

∫
Ω2

(k2∇T2(ψ)∇v2 + ωbρbcbT2(ψ)v2) dΩ2

+

∫
Γs

hblT2(ψ)v2ds,

and

L2(v2) =

∫
Ω2

ωbρbcbTbv2dΩ2 −
∫
I
ψv2ds+

∫
Γs

hblTblv1ds.

The space of admissible solutions is defined by:

Uad = {(T1(ψ), T2(ψ)) solutions of (11) and (12) and ψ ∈ V0}.

Uad is equipped with the topology defined by the following convergence:
Let (Tn1 , T

n
2 )n be a sequence of Uad and (T1, T2) ∈ Uad then:

(Tn1 , T
n
2 )n → (T1, T2)⇐⇒

{
Tn1 ⇀ T1 in H1(Ω1),
Tn2 ⇀ T2 in H1(Ω2).

(13)
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The optimal control problem (10) can be rewritten as

Minimize J(T1(ψ), T2(ψ)) for all (T1(ψ), T2(ψ)) ∈ Uad. (14)

Theorem 1. The problem (14) is well posed and admits a solution in Uad.

Proof. For all ψ ∈ V0

(P) ∀v1 ∈ H1(Ω1) a1(T1(ψ), v1) + h(T1(ψ), v1) = L1(v1).

By taking B(T1(ψ)) = T 5
1 (ψ)/5, the problem (P) is equivalent to the fol-

lowing optimization problem:

min
T1(ψ)∈H1(Ω1)

G(T1(ψ)),

where

G(T1(ψ)) =
1

2
a1(T1(ψ), T1(ψ) +

∫
Γc

σεB(T1(ψ))ds− L1(T1(ψ)).

We can prove easily that the application G is strictly convex, coercive, semi-
continuous inferiorly. Hence the existence and uniqueness of the solution
of (P). The result of the existence and uniqueness of the solution of the
other weak formulation in (12) is ensured by the Lax-Milgram theorem,
this confirms that the problem (14) is well posed.

To proof of the existence of a solution of (11) and (12) is now reduced
to show that the space Uad is compact and that J is lower semi-continuous
on Uad. To show that Uad is compact for the topology defined by (13),
let (Tn1 , T

n
2 )n be a sequence of Uad. (Tn1 , T

n
2 )n = (T1(ψn), T2(ψn)) solutions

of (10) for ψn ∈ V0. Since ∀n ‖ψn‖ ≤ C, the a subsequence denoted
again (ψn)n can be extracted, such that ψn converges weakly in L2(I)
to ψ∗ ∈ V0. In the other hand, we can see that the sequences (Tn1 )n and
(Tn2 )n are bounded in H1(Ω1) and H1(Ω2), respectively. Thus the sequence
(Tn1 , T

n
2 )n converges weakly to (T ∗1 , T

∗
2 ). The remaining is to prove that

(T ∗1 , T
∗
2 ) = (T1(ψ∗), T2(ψ∗)). This is achieved by taking the limit in the

following:

a1(T1(ψn), v1) + h(T1(ψn), v1) = L1(v1) and a2(T2(ψn), v2) = L2(v2).

This completes the proof of the compactness of Uad for the topology defined
in (13).
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To prove the continuity of J in Uad, let (Tn1 , T
n
2 )n be a sequence in Uad

convergent to (T1, T2) ∈ Uad. We have

J(Tn1 , T
n
2 )− J(T1, T2) =

1

2

∫
I

(
(Tn1 − Tn2 )2 − (T1 − T2)2

)
ds

≤ 1

2
A

1
2
nB

1
2
n ,

where

An =

∫
I

(Tn1 − T1 + T2 − Tn2 )2 ds,

Bn =

∫
I

(Tn1 − Tn2 + T1 − T2)2 ds.

By using, the uniform boundedness of (Tn1 )n and (Tn2 )n in H1(Ω1) and
H1(Ω2), respectively, and the compactness of the trace operator fromH1(Ω1)
to L2(I) and fromH1(Ω2) to L2(I), we have lim

n→∞
J(Tn1 , T

n
2 )− J(T1, T2) = 0,

which completes the proof.

The Lagrange multiplier rule is used to derive the optimality system of
equations from which the solutions of the problem (14) can be determined.
Let λ1 ∈ H1(Ω1), λ2 ∈ H1(Ω2) and ψ ∈ L2(I). The Lagrangian is defined
by:

L(T1, T2, ψ, λ1, λ2) = J(T1(ψ), T2(ψ))−
∫

Ω1

k1∇T1(ψ)∇λ1dΩ1

+

∫
Ω1

ωbρbcbT1(ψ)λ1dΩ1 +

∫
Γc

hambT1(ψ)λ1ds−
∫

Γc

σεT 4
1 (ψ)λ1ds

+

∫
Ω1

ωbρbcbTbλ1dΩ1 +

∫
I
ψλ1ds+

∫
Γc

(
hambTamb + hambT

4
amb − E

)
λ1ds

−
∫

Ω2

(k2∇T2(ψ)∇λ2 + ωbρbcbT2(ψ)λ2) dΩ2 +

∫
Γs

hblT2(ψ)λ2ds

+

∫
Ω2

ωbρbcbTbλ2dΩ2 −
∫
I
ψλ2ds+

∫
Γs

hblTblλ1ds.

By setting to zero the first variations with respect to λ1 and λ2 yields to the
constraints (11) and (12). Setting to zero the first variations with respect
to T1 and T2 yields to the adjoint equations.

a1(v, λ1) +

∫
Γc

4v3λ1ds = (T1 − T2, v)I ∀v ∈ H
1(Ω1), (15)

and
a2(v, λ2) = − (T1 − T2, v)I ∀v ∈ H1(Ω2), (16)
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respectively. Then the adjoint equations are given by
−∇(k1∇λ1) + ωbρbcbλ1 = 0 in Ω1,

−k1
∂λ1
∂n1

= hambλ1 + 4σε(T1)3λ1 on Γc,

k1
∂λ1
∂n1

= T1 − T2 on I,

(17)

and 
−∇(k2∇λ2) + ωbρbcbλ2 = 0 in Ω2,

−k2
∂λ2
∂n2

= hambλ2 on Γs,

k2
∂λ2
∂n2

= −(T1 − T2) on I.

(18)

Minimizing J(ψ) := J(T1(ψ), T2(ψ)) with respect to ψ is equivalent to the
minimization problem (14). The first derivative of J is defined as follows〈

dJ
dψ

, ψ̃

〉
=
(
T1(ψ)− T2(ψ), T1(ψ̃)− T2(ψ̃)

)
∀ψ̃ ∈ L2(I), (19)

where T1(ψ̃) ∈ H1(Ω1) is solution of

a1(T1(ψ̃), v) +

∫
Γc

4v3T1(ψ̃)ds =
(
ψ̃, v

)
I
∀v ∈ H1(Ω1), (20)

and T2(ψ̃) ∈ H1(Ω2) is the solution of

a2(T2(ψ̃), v) = −
(
ψ̃, v

)
I
∀v ∈ H1(Ω2). (21)

By setting v = λ1 in (20), v = λ2 in (21), v = T1(ψ̃) in (15) and v = T2(ψ̃)
in (16), we get:

dJ
dψ

= λ1 − λ2 on I (22)

At this stage, we can present the algorithm 2.

The sensitivity problems (27) and (28) are solved to obtain the dynamic
decreasing direction ρk.

All problem presented above requires the solution of boundary, and ad-
equate discretization for numerical realization is boundary element method
and the use of dual reciprocity method is a good choice because this method
doesn’t need a domain discretization only few nodes in internal domain and
the discretization of the boundary. We describe in the following section this
method.
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Algorithm 2 Optimal control domain decomposition algorithm
Input: Tol, ψ0, k = 1, and error = 1
While error ≥ Tol
• Solve non-linear problem (23) to obtain T k1 on I:

−∇(k1∇T k1 ) + ωbρbcbT
k
1 = ωbρbcbTb in Ω1

−k1 ∂T
k
1

∂n1
= hamb(T

k
1 − Tamb) + σε((T k1 )4 − T 4

amb) + E on Γc

k1
∂Tk

1

∂n1
= ψk−1 on I

(23)

• Solve linear problem (24) to obtain T k2 on I:
−∇(k2∇T k2 ) + ωbρbcbT

k
2 = ωbρbcbTb in Ω2

−k2 ∂T
k
2

∂n2
= hbl(T

k
2 − Tbl) on Γs

k2
∂Tk

2

∂n2
= −ψk−1 on I

(24)

• Solve the adjoint problem (25) to obtain λk1 on I:
−∇(k1∇λk1) + ωbρbcbλ

k
1 = 0 in Ω1

−k1 ∂λ
k
1

∂n1
= hambλ

k
1 + 4σε(T k1 )3λk1 on Γc

k1
∂λk

1

∂n1
= T k1 − T k2 on I

(25)

• Solve the adjoint problem (26) to obtain λk2 on I:
−∇(k2∇λk2) + ωbρbcbλ

k
2 = 0 in Ω2

−k2 ∂λ
k
2

∂n2
= hblλ

k
2 on Γs

k2
∂λk

2

∂n2
= −(T k1 − T k2 ) on I

(26)

• Update: ∇J(ψk) = λk1 − λk2 , ζk = ‖∇J(ψk)‖
‖∇J(ψk−1)‖ and wk = ∇J(ψk)− ζkdk−1

• Solve the sensitivity problem (27) to obtain Sk1 on I:
−∇(k1∇Sk1 ) + ωbρbcbS

k
1 = 0 in Ω1

−k1 ∂S
k
1

∂n1
= hambS

k
1 + 4σε(T k1 )3Sk1 on Γc

k1
∂Sk

1

∂n1
= wk on I

(27)

• Solve the sensitivity problem (28) to obtain Sk2 on I:
−∇(k2∇Sk2 ) + ωbρbcbS

k
2 = 0 in Ω2

−k2 ∂S
k
2

∂n2
= hblS

k
2 on Γs

k2
∂Sk

2

∂n2
= −wk on I

(28)

• Update: ρk =
(Tk

1 −T
k
2 ,S

k
1−S

k
2 )

‖Sk
1−Sk

2 ‖2
and ψk+1 = ψk − ρkdk

• Compute: error = ‖∇J(ψk)‖, k = k + 1
End while
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4 Discontinuous dual reciprocity boundary ele-
ment method

In this section, a dual reciprocity boundary element approach is adopted
to investigate the numerical solution of the problem (5). To develop an
integro-differential equation of the considered problem with respect to re-
gions Ωi, i = 1, 2, (as illustrated in Figure 2) a dual reciprocity boundary
element method is adopted, that is :

λ(x, y)Ti(x, y) =

∫
Γi

Ti(p, q)
∂T ∗

∂n
(p, q;x, y)dS(p, q)

−
∫

Γi

T ∗(p, q;x, y)
∂Ti
∂n

(p, q)dS(p, q) (29)

+

∫
Ωi

T ∗(p, q;x, y)

[
wbρbcb
ki

(Tb − Ti)
]
dΩi(p, q),

for (p, q) ∈ Ωi ∪ Γi and i = 1, 2, and the jump term is:

λ(p, q) =


1, (p, q) ∈ Ωi,
0.5, (p, q) ∈ Γi,
0, otherwise.

The fundamental solution T ∗(p, q;x, y) is written:

T ∗(p, q;x, y) = − 1

2π
log
(√

((x− p)2 + (y − q)2)
)

The next step is devoted to the discretization of the boundaries Γi into Ni

elements, where for each element Γ
(j)
i two points (x

(j)
i , y

(j)
i ) and (x

(Ni+j)
i ,

y
(Ni+j)
i ) are chosen accordingly to the following expressions:

(x
(j)
i , y

(j)
i ) = (p

(j)
i , q

(j)
i ) + τ(p

(j+1)
i − p(j)

i , q
(j+1)
i − q(j)

i ),

(x
(Ni+j)
i , y

(Ni+j)
i ) = (p

(j)
i , q

(j)
i ) + (1− τ)(p

(j+1)
i − p(j)

i , q
(j+1)
i − q(j)

i ),

where the two points (p
(j)
i , q

(j)
i ) and (p

(j+1)
i , q

(j+1)
i ) denotes the ends points

of the element Γ
(j)
i , respectively, for j = 1, 2, . . . , Ni, and τ ∈]0, 0.5[.

We perform a linear approximation of the temperature and the heat
flux (denoted Qi(p, q)) in the following form:

Ti(p, q) ' [1− d(j)
i (p, q)]T

(j)
i + d

(j)
i (p, q)T

(Ni+j)
i ,

Qi(p, q) ' [1− d(j)
i (p, q)]Q

(j)
i + d

(j)
i (p, q)Q

(Ni+j)
i ,
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where

d
(j)
i (p, q) =

√
(p− p(j)

i )2 + (q − q(j)
i )2 − τ l

(j)
i

(1− 2τ)l
(j)
i

,

T
(j)
i and T

(Ni+j)
i denote the temperature at the points (x

(j)
i , y

(j)
i ) and

(x
(Ni+j)
i , y

(Ni+j)
i ), respectively, and Q

(j)
i and Q

(Ni+j)
i denote the heat flux

at the points (x
(j)
i , y

(j)
i ) and (x

(Ni+j)
i , y

(Ni+j)
i ), respectively, l

(j)
i is the length

of the element Γ
(j)
i . The task of taking the domain integral in (29) to the

boundary is achieved by using a radial basis function approximation of the
integrand, in other words we have:[

wbρbcb
ki

(Tb − Ti(p, q))
]
'

2Ni+Li∑
j=1

α(j)R(j)(p, q; p(j), q(j)), (30)

where Li is the number of internal collocation points in the domain Di and
the radial basis function R(j)(p, q) is given by:

R(j)(p, q; p(j), q(j)) = 1+((p−p(j))2+(q−q(j))2)+((p−p(j))2+(q−q(j))2)3/2.

The particular solution T̂ and the radial basis function are related through
the relation

∆T̂ = R.

Hence the system (29) can be written as follows :

λ(x(s), y(s))T
(s)
i =

Ni∑
k=1

H
(k)
1i (x(s), y(s))T

(k)
i +H

(k)
2i (x(s), y(s))T

(Ni+k)
i

−G(k)
1i (x(s), y(s))Q

(k)
i −G

(k)
2i (x(s), y(s))Q

(Ni+k)
i

=

2Ni+Li∑
j=1

Ni∑
k=1

H
(k)
1i (x(s), y(s))T

(k)
i +H

(k)
2i (x(s), y(s))T

(Ni+k)
i

−G(k)
1i (x(s), y(s))Q

(k)
i −G

(k)
2i (x(s), y(s))Q

(Ni+k)
i

×
2Ni+Li∑
e=1

W
(je)
i

[
wbρbcb
ki

(Tb − T
(j)
i )

]
,

For s = 1, 2, . . . , 2Ni+Li and i = 1, 2, where W
(je)
i are the coefficients of the

inverse of the matrix Ri. The system (31) constitutes 2Ni unknowns (the

temperature) and Li internal unknown T
(s)
i for s = 2Ni + 1, . . . , 2Ni + Li.
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The line integrals H
(k)
1i , H

(k)
2i , G

(k)
1i and G

(k)
2i are defined by

H
(k)
1i (x, y) =

∫
Γk

(1− d(k)
i )

∂T ∗

∂n
(p, q;x, y) dS,

H
(k)
2i (x, y) =

∫
Γk

d
(k)
i

∂T ∗

∂n
(p, q;x, y) dS,

G
(k)
1i (x, y) =

∫
Γk

(1− d(k)
i )T ∗(p, q;x, y) dS,

G
(k)
2i (x, y) =

∫
Γk

d
(k)
i T ∗(p, q;x, y) dS.

We are now interested in applying the methods described above to obtain
heat distribution in the human eye. The following section is dedicated
to numerical applications of Algorithms 1 and 2 on the problem of heat
distribution in the human eye.

5 Numerical results and discussion

In this section, to confirm the performance of the proposed methods, syn-
thetic tests in which the analytic expression of the solution is known are
presented then real numerical experiments have been carried out using data
reported in the literature.

5.1 Synthetic tests

The first set of tests are done using an example of the problem (5) where
the analytical expression of the solution is

Texc(x, y) = cos(x+ y), k(x, y) = exp(−x− y),

ωbρbcb = cos(
π

4
x) sin(

π

4
y), hbl = hamb = σε = 1.

For all numerical experiments Tol is set to be 10−7. The mesh of dis-
cretization is taken as h = 0.00039. The initial guess ψ0 and µ0 are chosen
ψ0 = µ0 = 1. Figure 3 obtained by Algorithm 1, shows that the accu-
racy error decreases as a function of number of iterations but it took 150
iterations to reach the wanted accuracy. Figures 4 and 5 given by Algo-
rithm 1, shows the evolution of the accurate error ‖Texc−T k1 ‖L2(∂Ω1) on Ω1

and ‖Texc − T k2 ‖L2(∂Ω2) on Ω2, respectively as a function of the number of
iteration.

In Figures 6 and 7, we can see that when using Algorithm 2, the cost and
the accuracy error decrease as a function of number of iterations and reach
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Figure 3: The accuracy error
given by Algorithm 1 as a func-
tion of the number of iteration
for synthetic test.
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Figure 4: The accurate error
‖Texc − T k1 ‖L2(∂Ω1) on subdomain
Ω1 given by Algorithm 1 as a func-
tion of the number of iteration for
synthetic test.
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Figure 5: The accurate error
‖Texc − T k2 ‖L2(∂Ω2) on subdomain
Ω2 given by Algorithm 1 as a func-
tion of the number of iteration for
synthetic test.
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Figure 6: The accuracy error
given by Algorithm 2 as a func-
tion of the number of iteration
for synthetic test.

the wanted accuracy only after 25 iterations. Figure 8 given by Algorithm
2, presents the evolution of the accurate error ‖Texc − T k1 ‖L2(∂Ω1) on Ω1 as
a function of the number of iteration, while, Figure 9 is the evolution of
the accurate error ‖Texc − T k2 ‖L2(∂Ω2) on Ω2 as a function of the number

of iteration using the same Algorithm. The discrepancy ‖Texc − T k‖L2(∂Ω)

between the exact solution and the approached one is equal to 8.78×10−6 for
the DRBEM, while it is equal to 7.81×10−10 for Algorithm 1 and 1.13×10−9

for Algorithm 2. On the other side, the discrepancy ‖Qexc−Qk‖∞ between



The numerical study of optimal control domain decomposition 235

0 5 10 15 20 25

Iteration

10
-8

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

C
o
s
t 
fu

n
c
ti
o
n
a
l

Figure 7: The cost given by
Algorithm 2 as a function of the
number of iteration for synthetic
test.
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Figure 8: The accurate error
‖Texc − T k1 ‖L2(∂Ω1) on subdomain
Ω1 given by Algorithm 2 as a func-
tion of the number of iteration for
synthetic test.
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Figure 9: The accurate error
‖Texc − T k2 ‖L2(∂Ω2) on subdomain
Ω2 given by Algorithm 2 as a func-
tion of the number of iteration for
synthetic test.
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Figure 10: Temperature on the
corneal surface (◦C) obtained by
DRBEM without domain decom-
position for realistic experiments.

the exact normal flux and the approached one is 4.45×10−5 for the DRBEM,
while it is equal to 2.25×10−6 for Algorithm 1 and 2.53×10−6 for Algorithm
2.

5.2 Experiments with real data

One of the main contributions of this paper is to present a 2D model of
heat distribution in human eye using dual reciprocity boundary element
method in conjunction with domain decomposition method. Experiments
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were performed using parameters reported in Table 1.

5.2.1 Dual reciprocity boundary element method without do-
main decomposition

The heat distribution on the surface of the cornea is presented in Figure
10. The lowest temperature is 33.8188◦C and is located at the center of
the cornea, the highest temperature is 36.9310◦C and occurs at the optic
nerve where the blood is acting as a heating source. Figure 11 plots the
temperature variation along pupillary axis. Figure 12 presents the heat flux
distribution on the corneal surface.

5.2.2 Dirichlet-Neumann domain decomposition method

In this part, the human eye is decomposed into two disjoint sub-domains
Ω1 and Ω2. The Dirichlet-Neumann Algorithm presented in Algorithm 1,
is applied to solve numerically (5). In Figure 13, the lowest temperature
is 33.7974◦C and it occurs at the center of the cornea. The temperature
increases gradually as one approaches the sclera and the optic nerve as
shown in Figure 14. Figure 15 plots the heat flux on the corneal surface.

5.2.3 Optimal control domain decomposition method

Similarly, in this part the human eye is divided into two disjoint sub-
domains Ω1 and Ω2. The optimal control domain decomposition algorithm
presented in Algorithm 2, is used to solve numerically (5). Figure 16 show
the temperature distribution on the surface of the cornea while figure 17
presents the heat distribution along the pupillary axis. The lowest temper-
ature is 33.6238◦C, registered at the centre and the cornea and it increases
as we go from the cornea toward the optic nerve. Figure 18 shows the heat
flux on the corneal surface.

All numerical values of the temperature on the center of the cornea are
in good agreement with measurements obtained by various experimental
techniques like bolometers [13], infra-red [5, 6, 20] and contact probe [11].
The numerical values of the corneal surface temperature obtained in this
study are within the temperature range between the lowest experimental
value 33.40◦C and the highest 34.80◦C.

The numerical values of the corneal surface temperature are very close
to those reported by Ng et al. [15] 33.65◦C and Ooi et al. [16] 33.68◦C,
this can be explained by the fact that the mathematical model for the
human eye is the same as the one described but they neglected the blood
perfusion term and they used different numerical methods, finite element
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Figure 11: Temperature on the
pupillary axis (◦C) obtained by
DRBEM without domain decom-
position for realistic experiments.
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Figure 12: Normal heat flux on
the corneal surface (Wm−2) cal-
culated by DRBEM without do-
main decomposition for realistic
experiments.
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Figure 13: Temperature on the
corneal surface (◦C) obtained by
Algorithm 1 for realistic experi-
ments.
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Figure 14: Temperature on the pupil-
lary axis (◦C) obtained by Algorithm
1 for realistic experiments.

method for [15] and boundary element method for [16]. A more considerable
difference between the temperature on the center of the cornea obtained
in this study and those reported by Scott [21] and Amara [1] is expected.
In [21] and [1], they used a different model of the human eye.

As anticipated, the temperature on the pupillary axis increases from the
lowest value at the center of the cornea where we have cooling mechanisms
to the highest value at the sclera where the blood is acting as heating
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Figure 15: Normal heat flux on
the corneal surface (Wm−2) cal-
culated by Algorithm 1 for realis-
tic experiments.
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Figure 16: Temperature on the
corneal surface (◦C) obtained by
Algorithm 2 for realistic experi-
ments.
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Figure 17: Temperature on the
pupillary axis (◦C) calculated by
Algorithm 2.
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Figure 18: Normal heat flux on
the corneal surface (Wm−2) ob-
tained by Algorithm 2 for realistic
experiments.

source.

6 Conclusion

In this paper, temperature distribution in the human eye is computed using
three different methods namely, dual reciprocity boundary element method
(DRBEM), Dirichlet-Neumann domain decomposition method in conjunc-
tion with DRBEM and a combination of a non-overlapping optimal control
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domain decomposition method and DRBEM. All three methods used in
this study were formulated and presented in details and they were vali-
dated numerically using an example where the analytical expression of the
solution is known. Then numerical investigations of heat distribution in
the human eye were done using realistic values for control parameters such
as thermal conductivities of local tissues, blood perfusion, blood tempera-
ture and tear evaporation rate. The numerical values of heat distribution
are in good agreement with values reported by previous experimental and
numerical studies.
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