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Abstract. In this paper, a 2n-by-2n circulant preconditioner is introduced
for a system of linear equations arising from discretization of the spatial
fractional diffusion equations (FDEs). We show that the eigenvalues of our
preconditioned system are clustered around 1, even if the diffusion coeffi-
cients of FDEs are not constants. Numerical experiments are presented to
demonstrate that the preconditioning technique is very efficient.
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1 Introduction

The initial-boundary value problem of the kind of spatial fractional diffusion
equations (FDEs) is as follows:

∂u(x, t)

∂t
+ C
xL
D(α)
x (d+(x, t)RLxD

(α)
xR
u(x, t)) + C

xD
(α)
xR

(d−(x, t)RLxLD
(α)
x )

= f(x, t), (x, t) ∈ (xL, xR)× (0, T ], (1)

u(xL, t) = uL(t), u(xR, t) = uR(t), 0 ≤ t ≤ T,
u(x, 0) = u0(x), xL ≤ x ≤ xR,
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where 1
2 < α < 1, f(x, t) is the source term, and the diffusion coefficients

satisfy d±(x, t) ≥ 0. Here, C
xL
D

(α)
x u(x) and C

xL
D

(α)
x u(x) denote the left-

and right-sided Caputo fractional derivatives [8,11], respectively, which are
defined as the following formulas:

C
xL
D(α)
x u(x) =

1

Γ(1− α)

∫ x

xL

u′(ξ)

(x− ξ)α
dξ,

C
xD

(α)
xR
u(x) =

−1

Γ(1− α)

∫ xR

x

u′(ξ)

(ξ − x)α
dξ,

where Γ(.) is the Gamma function, while RL
xL
D

(α)
x u(x) and RL

xD
(α)
xR u(x) de-

note the left- and right-sided Riemann-Liouville fractional derivatives [8,11]
defined by

RL
xL
D(α)
x u(x) =

1

Γ(1− α)

d

dx

∫ x

xL

u(ξ)

(x− ξ)α
dξ,

RL
xD

(α)
xR
u(x) =

−1

Γ(1− α)

d

dx

∫ xR

x

u(ξ)

(ξ − x)α
dξ.

In the last few decades, fractional calculus including fractional differen-
tiation and integration has gained considerable attention and importance
due to its applications in various fields of science and engineering, such as
electrical and mechanical engineering, biology, physics, control theory, and
data fitting; see [1, 3, 7, 9, 11].

For solving (1) numerically the finite difference discretization of (1) has
been developed by Fang et al. [5]. In this paper, we use the preconditioned
GMRES method as an iterative solver for solving discretized system aris-
ing from finite difference schemes (see [5]) for (1), and demonstrate the
efficiency of our preconditioner by some numerical experiments.

The rest of this paper is organized as follows. In Section 2, the fi-
nite difference scheme for (1) and our preconditioner is established. Some
computational remarks are given in Section 3. Numerical experiments are
provided in Section 4 to demonstrate the performance of our preconditioner.

Notations are the following. Capital letters, boldface lowercase letters
and regular lowercase letters denote matrices, vectors, and scalars, respec-
tively. In denotes the identity matrix of order n, while Jn denotes the
n×n exchange matrix Jn = antidiag(1, 1, . . . , 1). We denote by ej the j’th
column of identity matrix.

In this paper we use the definition of circulant and skew-circulant ma-
trices. We say that a n × n matrix S is skew-circulant matrix if it is a
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Toeplitz matrix and satisfies

S =


c0 ωcn−1 ωcn−2 · · · ωc1

c1 c0 ωcn−1 · · · ωc2
...

...
. . .

...
...

cn−1 cn−2 cn−3 · · · c0

 . (2)

In the matrix S, if ω = 1, then we say that matrix S is circulant matrix.
All operations on skew-circulant matrices such as matrix-vector product,
inversion of matrix, and etc. can be computed by fast fourier transform
(FFT) via O(n log(n)) operations (see [10]).

2 Preconditioning technique

The finite difference discretization of (1) was developed in [5]. Take positive
integers n and m and let ∆x = (xR−xL)/(n+1), ∆t = T/m be the sizes of
spatial grid and time step, respectively. We define a spatial and temporal
partition xi = xL+i∆x for = 0, 1, . . . , n+1 and tj = j∆t for j = 0, 1, . . . ,m.
Denoting

u
(j)
i ∼ u(xi, tj), d

(j)
+,i = d+(xi, tj), d

(j)
−,i = d−(xi, tj), f

(j)
i = f(xi, tj),

a
(α)
i = (i+ 1)1−α − i1−α i = 0, 1, 2, . . . ,

a
(α)
i for i = 0, 1, 2, . . . are satisfied in the following relation [5]

1 = a
(α)
0 > a

(α)
1 > a

(α)
2 > · · · > a

(α)
i → 0 as i→∞. (3)

Based on [5], in order to define the finite difference approximation of FDEs
(1), we need the following definitions:

g
(α)
0 =

a
(α)
0

Γ(2− α)
, g

(α)
k =

a
(α)
k − a

(α)
k−1

Γ(2− α)
, q

(α)
k =

k−α

Γ(1− α)
−

a
(α)
k−1

Γ(2− α)
.

and

a
(α)
+ = − 1

Γ(2− α)


a

(α)
0

a
(α)
1
...

a
(α)
n−1

 , g
(α)
+ =


g

(α)
1

g
(α)
2
...

g
(α)
n

 ,

a
(α)
− = Jna

(α)
+ , g

(α)
− = Jg

(α)
+ .
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The vector g
(α)
+ has the following properties

‖g(α)
+ ‖1 =

n∑
k=1

|gk| =
1

Γ(2− α)

n∑
k=1

|a(α)
k − a

(α)
k−1|

=
1

Γ(2− α)

n∑
k=1

a
(α)
k−1 − a

(α)
k =

1− an
Γ(2− α)

≤ 1

Γ(2− α)
(4)

For system of linear equations arising from finite difference of FDEs (1),
we need to define lower triangular Toeplitz matrix G̃(α) as following:

G̃(α) =


g

(α)
0 0 · · · 0

g
(α)
1 g

(α)
0 · · · 0

...
. . .

. . .
...

g
(α)
n−1 · · · g

(α)
1 g

(α)
0

 ∈ Rn×n, (5)

the vectors,

u(j) =
(
u

(j)
1 u

(j)
2 · · · u

(j)
n

)T
∈ Rn,

f(j) =
(
f

(j)
1 f

(j)
2 · · · f

(j)
n

)T
∈ Rn,

and

σ(j) =
(
σ

(j)
1 σ

(j)
2 · · · σ

(j)
n

)T
∈ Rn

where

σ
(j)
i =

1

∆x2α

[
i−1∑
l=0

g
(α)
l d

(j)
+,i−lq

(α)
n−i+l+1u

(j)
n+1 −

a
(α)
i−1d

(j)
+,0

Γ(2− α)

(
g
(α)
0 u

(j)
0 + q

(α)
n+1u

(j)
n+1

)]

+
1

∆x2α

[
n−i∑
l=0

g
(α)
l d

(j)
−,i+lq

(α)
i+lu

(j)
0 −

a
(α)
n−id

(j)
−,n+1

Γ(2− α)

(
g
(α)
0 u

(j)
n+1 + q

(α)
n+1u

(j)
0

)]
.

Then the system of linear equations arising from finite difference of FDEs
(1) is

A(j)u(j) = ηu(j−1) + ∆x2α(f (j) − σ(j)), j = 1, 2, . . . ,m,

where the coefficient matrix A(j) is of the form

A(j) = ηIn +G
(α)
L+D

(j)
+ G

(α)
R+ +G

(α)
L−D

(j)
− G

(α)
R−, (6)
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in which η = ∆x2α

∆t , D
(j)
+ , and D

(j)
− are diagonal matrices given by

D
(j)
+ = diag

(
d

(j)
+,0, d

(j)
+,1, . . . , d

(j)
+,n

)
, D

(j)
− = diag

(
d

(j)
−,1, d

(j)
−,2, . . . , d

(j)
−,n+1

)
,

respectively, G
(α)
L+, G

(α)
R+, G

(α)
L−, and G

(α)
R− are non-square matrices:

G
(α)
L+ =

(
a

(α)
+ G̃(α)

)
, G

(α)
R+ =

(
g

(α)
+ G̃(α)

)T
,

G
(α)
L− =

(
(G̃(α))T a

(α)
−

)
, G

(α)
R− =

(
G̃(α)

g
(α)T
−

)
.

We can split matrix the matrix A(j) as A(j) = S(j) +L(j). Matrices S(j)

and L(j) are defined as following:

S(j) = ηIn + G̃(α)D̃
(j)
+ G̃(α)T + G̃(α)T D̃

(j)
− G̃(α) (7)

L(j) = d
(j)
+,0a

(α)
+ g

(α)T
+ + d

(j)
−,n+1a

(α)
− g

(α)T
− , (8)

where D̃
(j)
± = diag(d

(j)
±,1, d

(j)
±,2, . . . , d

(j)
±,n). S(j) is a symmetric positive definite

matrix and L(j) is a matrix with low rank, i.e., rank(L(j)) ≤ 2, and satisfies
in the following relation

‖L(j)‖∞ ≤ |d(j)
+,0|‖a

(α)
+ g

(α)T
+ ‖∞ + |d(j)

−,n+1|‖a
(α)
− g

(α)T
− ‖∞

= |d(j)
+,0|‖a

(α)
+ g

(α)T
+ ‖∞ + |d(j)

−,n+1|‖Ja
(α)
+ g

(α)T
+ J‖∞

≤ |d(j)
+,0|‖a

(α)
+ g

(α)T
+ ‖∞ + |d(j)

−,n+1|‖a
(α)
+ g

(α)T
+ ‖∞

≤ 2 max{|d(j)
+,0|, |d

(j)
−,n+1|}‖a

(α)
+ ‖∞‖g

(α)
+ ‖1

≤
2 max{|d(j)

+,0|, |d
(j)
−,n+1|}

Γ(2− α)
. (9)

By (9) and rank(L(j)) ≤ 2, we see that S(j) is the dominance part of matrix
A(j). By this assumption we construct our preconditioner based on S(j) and
show that effectiveness of our preconditioner. First, we have the following
lemma.

Lemma 1. (See [2]) If D = diag(λ1, λ2, · · · , λn), λmin = mini{λi}, and
λmax = maxi{λi} then µ∗ = (λmax + λmin)/2 is the optimal solution of
minimization problem minµ∈R ‖D − µI‖∞ and for every x ∈ Rn we have

|xT (D − µ∗In)x| ≤ λmax − λmin

2
‖x‖2.



212 N. Akhoundi

Let d̄
(j)
± = (d

(j)
±,max + d

(j)
±,min)/2, with d

(j)
±,max = max{d(j)

±,1, d
(j)
±,2, . . . , d

(j)
±,n}

and d±,min = min{d(j)
±,1, d

(j)
±,2, . . . , d

(j)
±,n}. We define our preconditioner as

following:

P = ηIn + d̄
(j)
+ G̃(α)G̃αT + d̄

(j)
− G̃

αT G̃(α). (10)

Our preconditioner satisfies in the following theorem.

Theorem 1. If λ ∈ σ(P−1S(j)), then |1− λ| < k < 1, where k = 1
η̂+1 < 1

with η̂ = η

2κ‖G̃‖22
and κ = max{d+,max+d+,min

2 ,
d−,max+d−,min

2 }

Proof. Let (λ,x) be an eigenpair of matrix P−1S(j) with ‖x‖2 = 1, i.e.,
P−1S(j)x = λx or S(j)x = λPx. Since P and S(j) are symmetric positive
definite matrices we have,

λ =
xHS(j)x

xHPx
, (11)

hence

|1− λ| =

∣∣∣∣∣xHS(j)x− xHPx

xHPx

∣∣∣∣∣
=

∣∣∣∣∣xHG̃(α)(D+ − d̄+In)G̃αTx + xHG̃(α)(D+ − d̄+In)G̃αTx

η + d̄+xHG̃(α)G̃(α)Tx + d̄−xHG̃(α)T G̃(α)x

∣∣∣∣∣ . (12)

If we define y = G̃(α)Tx and z = G̃(α)x, then by (12) and Lemma 1 we
have

|1− λ| =

∣∣∣∣yH(D+ − d̄+In)y + zH(D+ − d̄+In)z

η + d̄+yHy + d̄−zHz

∣∣∣∣
≤

∣∣∣∣∣
d+,max−d+,min

2 ‖y‖22 +
d−,max−d−,min

2 ‖z‖22
η +

d+,max+d+,min
2 ‖y‖22 +

d−,max+d−,min
2 ‖z‖22

∣∣∣∣∣
≤

d+,max+d+,min
2 ‖y‖22 +

d−,max+d−,min
2 ‖z‖22

η +
d+,max+d+,min

2 ‖y‖22 +
d−,max+d−,min

2 ‖z‖22
. (13)

We see that

d+,max + d+,min

2
‖y‖22 +

d−,max + d−,min
2

‖z‖22 ≤ κ(‖y‖22 + ‖z‖22)

= κ(‖G̃(α)Tx‖22 + ‖G̃(α)x‖22)

= 2κ‖G̃(α)‖22. (14)

Now, by using (14) in (13) the proof is complete

Theorem 1 indicates that eigenvalues of P−1S(j) are real and belong to
(1− k, 1 + k) with k < 1.
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3 Computational remarks

To improve the efficiency of our algorithm, we need use some techniques
for computing P−1 in (10). If we rewrite P in (10) as follows

P = ηIn + d̄
(j)
+ G̃(α)G̃(α)T + d̄

(j)
− G̃

(α)T G̃(α)

= ηIn +
(
d̄

(j)
+ In d̄

(j)
− In

)(G̃(α) 0

0 G̃(α)T

)(
G̃(α)T 0

0 G̃(α)

)(
In
In

)
. (15)

We know that

ηIn =
η

d̄
(j)
+ + d̄

(j)
−

(
d̄

(j)
+ In d̄

(j)
− In

)(In
In

)
. (16)

Hence, by using (15) and (16), we have

P =
(
d̄

(j)
+ In d̄

(j)
− In

)(
η

d̄
(j)
+ +d̄

(j)
+

I2n +MMT
)(In

In

)
, (17)

where

M =

(
G̃(α 0

0 G̃αT

)
.

The proof of the following lemma is straightforward by applying Given’s
rotation in QR decomposition [6]

Lemma 2. For the matrix 2n × n,
(
c1In c2In

)T
where c1 and c2 are

arbitrary constants, we have(
c1In
c2In

)
=
√
c2

1 + c2
2 C

(
In 0
0 0

)
, (18)

where C is 2n-by-2n skew-circulant matrix defined in (2) with θ = −1, and
it’s first column is c1√

c21+c22
e1 − c1√

c21+c22
en+1.

Let C be the circulant matrix created by the first column of M (circu-
lant approximation of M). In (18), If we using circulant approximation C
instead of M then we can compute approximately P−1 by FFT transform
in O(n log(n)) operations. This approximation satisfies in the following
theorem.

Theorem 2. If C is the circulant matrix created by the first column of M ,
then we have

‖C −M‖∞ ≤
2

Γ(2− α)
. (19)



214 N. Akhoundi

Proof. We can compute the matrix M − C as follows

M − C =

(
0 H
H HT −H

)
, (20)

where matrix H is n-by-n Toeplitz matrix and define as follows

H =


0 gn−1 gn−2 · · · g1

0 0 gn−1 · · · g2
...

...
. . . · · ·

...
0 0 0 · · · gn−1

 . (21)

Hence, by (20) and (4) we have

‖M − C‖∞ = 2
n−1∑
k=1

|gk| ≤
2

Γ(2− α)
, (22)

which completes the proof.

By using Theorem 2 we substitute M in (15) by the circulant matrix
C, and get the following approximation of P .

P ≈ P̄ =
(
d̄

(j)
+ In d̄

(j)
− In

)(
η

d̄
(j)
+ +d̄

(j)
+

I2n + CCT
)(In

In

)
, (23)

The matrix P̄ is a multiplication of circulant and skew circulant matrices
(see Lemma 2), so P̄−1 can be computed in O(2n log(2n)) operations by
using FFT. Numerical experiments show the efficiency of P̄ .

4 Numerical experiments

In this section we use left preconditioned GMRES method (PGMRES, see
[12]), with proposed preconditioner, to solve the spatial fractional diffusion
equations (1). The stopping criterion in the numerical experiments is

‖rk‖2
‖b‖2

< 10−7,

where rk is the residual vector of the linear system after k-step iterations
and b is the right-hand side. For all experiments the initial guess is chosen
as zero vector. All the numerical experiments are run in Matlab on a desk-
top with the configuration: Intel(R) Core(TM) CPU Q9450 2.66 GHz and
8.00 GB RAM. In the following tables, “I”represents the GMRES method
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Table 1: Numerical results for Example 1.

α n = 2m I PC P
Iter CPU Iter CPU Iter CPU

0.7 210 6 0.4478 6 0.6532 5 0.3132
211 7 2.0125 7 2.6123 5 0.9285
212 9 9.5012 7 7.2683 5 3.8766
213 10 42.5571 8 39.4621 6 15.9862
214 12 2.062e2 11 2.0321e2 6 79.8243

0.9 210 35 3.0252 30 2.8932 16 1.3846
211 52 13.9516 43 10.3192 22 4.7435
212 79 85.7862 71 63.2415 36 29.6237
213 127 5.5719e2 108 3.3214e2 50 1.4311e2
214 194 3.2855e3 180 3.0129e3 74 8.2030e2

without preconditioning technique. We use PC to denote the circulant pre-
conditioner [4], and P the proposed preconditioner defined in (23). As for
comparisons, the “Iter”denotes integer part of the average number of iter-
ation; “CPU”denotes the total CPU time in seconds for solving the whole
FDE problem; n denotes the number of spatial grid points and m denotes
the number of time steps.

Example 1. In this example, we consider the FDE (1) with the source term
f(x, t) = 0. The spatial domain is [xL, xR] = [0, 2] and the time interval is
[0, T ] = [0, 1]. The initial condition u(x, 0) is the following Guassian pulse:

u(x, 0) = exp(−(x− xc)2

2σ2
), xc = 1.2, σ = 0.08, (24)

and the diffusion coefficients d+(x, t) = d−(x, t) = 0.5.

The numerical results of Example 1 are shown in Table 1. Here, the
initial condition is used as the initial guess at the first step.

Example 2. We solve the FDE (1) with the spatial domain [xL, xR] = [0, 1]
and time interval [0, T ] = [0, 1]. The diffusion coefficients are

d+(x, t) = (1− x)α, and d−(x, t) = xα,

respectively. The source term is

f(x, t) = −e−tx2(1− x)2 + e−t(ρα1x
1−α + ρα2x

2−α + ρα3x
3−α + ρα4x

4−α)

+e−t(ρα1 (1− x)1−α + ρα2 (1− x)2−α + ρα3 (1− x)3−α)

+e−tρα4 (1− x)4−α,
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Table 2: Numerical results for Example 2.

α n = 2m I PC P
Iter CPU Iter CPU Iter CPU

0.7 210 7 0.55 6 0.71 5 0.032
211 8 2.42 7 2.62 5 0.101
212 9 10.31 7 9.27 5 0.380
213 11 48.64 9 41.32 6 1.547
214 13 121.12 11 97.42 6 7.660

0.9 210 35 3.092 30 2.514 16 0.119
211 50 14.232 41 8.532 24 1.231
212 80 9.130e1 75 7.2105e1 34 4.6530
213 100 2.455e2 83 1.321e2 42 1.22e1
214 > 300 - > 300 - 78 9.55e1

where,

ρα1 =
4

Γ(2− α)
(− 24

Γ(5− α)
+

9

Γ(4− α)
− 1

Γ(3− α)
),

ρα2 =
4

Γ(3− α)
(

72

Γ(5− α)
− 18

Γ(4− α)
+

1

Γ(3− α)
),

ρα3 =
72

Γ(4− α)
(− 8

Γ(5− α)
+

1

Γ(4− α)
),

ρα4 = (
24

Γ(5− α)
)2.

In sequel we compare eigenvalues of A and P−1A for both examples,
the results are shown in Figures 1a and 2a. As we see the eigenvalues of
preconditioned matrix P−1A(1) are clustered around 1.
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