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Abstract. We present a method for calculating the numerical approxima-
tion of the two-dimensional mixed Volterra Fredholm integral equations,
using the properties of the rationalized Haar (RH) wavelets and the matrix
operator. Attaining this purpose, first, an operator and then an orthogonal
projection should be defined. Regarding the characteristics of Haar wavelet,
we solve the integral equation without using common mathematical meth-
ods. An upper bound and the convergence of the mentioned method have
been proved, by using the Banach fixed point. Moreover, the rate of the
convergence method is O(n(2q)n). Finally, several examples of different
kinds of functions are presented and solved by this method.
Keywords: Nonlinear, mixed, Volterra, Fredholm, integral equation, Haar Wavelet,
error estimation.
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1 Introduction
The complex numbers are used in many fields of science, such as physics,
quantum mechanics, electrical engineering, biology, chemistry, economics,
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control theory, mathematics, AC’s voltage and calculating AC circuits,
signal analysis, fluid dynamics, improper integrals, current and resistance
alternate in both amplitude and direction, transmitting radio waves, cell
phones, fractals, and statistics. They are also very important in investi-
gating the currents, which operate electrically such as the movement of the
shock absorbers in the vehicles, the design of dynamo sand electric motors,
liquid flow related to the obstacles, water around a pipe, analysis of stress
on beams, the study of resonance of structures, and wave length; see [30].

Recently, several articles have been published in the complex plane to
approximate integral equations, such as using the RH wavelet method [6,
7, 14, 16], with collocation method based on the Bernoulli operational [29],
or the Cubic Bspline finite element method [17], with high order linear
complex differential equations in [24], and by using a system of Cauchy
type for singular integral equations [27].

We start the present study by introducing some definitions.

Definition 1. [28] If z = x+ iy and P are complex numbers and r > 0 is
radius, then we denote the open and close disc with center P , respectively,
by D(P, r) = {z ∈ C : |z − P | < r} and D̄(P, r) = {z ∈ C : |z − P | ≤ r}.

In addition, we say that a set E ⊂ C is connected if there are no non-
empty disjoint open sets U and V such as E = (U ∩ E) ∪ (V ∩ E).

Definition 2. [28] A continuously differentiable function f : U → C
defined in an open subset U of C is said to be holomorphic at every point
of U , if ∂f/∂z̄ = 0.

Definition 3. [28] A real-valued function f : U → C is called a Ck

function, if all partial derivatives of f up to and including order k exist and
they are continuous on U , and a function f = u + iv is a Ck function if
u, v ∈ Ck.

Hence a Ck function is k times continuously differentiable and C0 func-
tion is just a continuous function.

Definition 4. [28] If U ⊆ C is an open set and f : U → C is a C1 function,
then

f(z) = f(x+ iy) ≡ f̃(x, y) = u(x, y) + iv(x, y), (1)

where u and v are real-valued functions.

This article is organized as follows. Section 2 contains the notations and
some properties of RH wavelet and complex analysis. Also, we formulate
a problem. Moreover we review the RH wavelet method and approximate



Two-dimensional mixed Volterra Fredholm integral equations 401

the solution for the integral equation in Section 3. We analyze the error of
the suggested approach. In fact, we investigate the convergence analysis.
In addition, we compute the order of method in Section 4. Finally, we
illustrate the proposed methodology in numerical examples. We conclude
our work in Section 5.

2 Preliminaries
Many types of problems are in engineering science such as seepage diffu-
sion equation, acoustic, and engineering science, for examples, consolidation
equation [8], Darboux problem [11], electrical engineering, and electrody-
namic [12]. Also, in physics science, for examples, heat and mass transfer,
electromagnetic, molecular physics [5] are another type of problems. These
problems can be solved if they turn into the two-dimensional integral equa-
tion.

Several methods have been used for approximating the solution of two-
dimensional integral equations as follows: the meshless local discrete
Galerkin (MLDG) scheme [1, 2], the Bernstein collocation method [21–23,
25, 26] and the Haar wavelet in [4, 15]. The aim of this study is to present
a numerical method for approximating the solution of second-kind two-
dimensional nonlinear mixed Volterra Fredholm integral equations in the
complex plane as follows:

z(x, t) = k(x, t) +

∫ x

0

∫ 1

0
Z(x, t, s, y, z(s, y))dsdy, (2)

where (x, t) ∈ [0, 1] × [0, 1] and z(x, t) = v(x, t) + iw(x, t) is an unknown
function to be determined, where

z ∈ C([0, 1]2,C), v, w : C([0, 1]2) −→ R2,

and

k(x, t) = k1(x, t) + ik2(x, t), kj(x, t) : [0, 1]
2 → R2, j = 1, 2.

Also by using (1), we have the following properties

Z(x, t, s, y, z(s, y)) = Z1(x, t, s, y, f(s, y)) + iZ2(x, t, s, y, g(s, y)),

Zj : C([0, 1]
4 × C([0, 1]2),R2), j = 1, 2,

f(s, y), g(s, y) : C([0, 1]2) −→ R2,
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and they are assumed to be known as continuous functions, satisfying the
Lipschitz condition, that is, there are M1,M2 ⩾ 0 such that:

|Z1(x, t, s, y, f1(s, y))−Z1(x, t, s, y, f2(s, y))| ⩽M1|f1(s, y)− f2(s, y)|, (3)

|Z2(x, t, s, y, g1(s, y))−Z2(x, t, s, y, g2(s, y))| ⩽M2|g1(s, y)− g2(s, y)|, (4)

where

f1(s, y), f2(s, y) : C([0, 1]
2) −→ R2,

g1(s, y), g2(s, y) : C([0, 1]
2) −→ R2.

Therefore, in equation (2), we have

v(x, t) = k1(x, t) +

∫ x

0

∫ 1

0
Z1(x, t, s, y, f(s, y))dsdy, (5)

w(x, t) = k2(x, t) +

∫ x

0

∫ 1

0
Z2(x, t, s, y, g(s, y))dsdy. (6)

Thus

z(x, t) = k(x, t) +

∫ x

0

∫ 1

0
Z1(x, t, s, y, f(s, y))dsdy

+ i

∫ x

0

∫ 1

0
Z2(x, t, s, y, g(s, y))dsdy. (7)

The numerical results presented in this paper demonstrate a fast conver-
gence method with low CPU runtime, when it is applied to integral equa-
tions. To achieve this purpose it is necessary to define the following integral
operator:

T : (X, ∥.∥∞) → (X, ∥.∥∞).

We are going to describe the idea of our proposed numerical method. The
first point lies in the operator formulation of the two-dimensional nonlinear
mixed Fredholm Volterra integral equations, by using an initial function
z0 ∈ C[0, 1]. Since calculating Tz0, is not generally possible, we approxi-
mate this function in Eq. (2) as follows:

(Tz)(x, t) = k(x, t) +

∫ x

0

∫ 1

0
Z(x, t, s, y, z(s, y))dsdy. (8)

The Banach fixed point theorem guarantees that under certain assump-
tions in reference [3], T has a unique fixed point, which means the two-
dimensional mixed Fredholm Volterra integral equation in complex plane
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has exactly one solution. Thus for Eq. (7), we define for n ≥ 1, recursively,

zn(x, t) = k(x, t) +

∫ x

0

∫ 1

0
Z1(x, t, s, y, fn−1(s, y))dsdy

+ i

∫ x

0

∫ 1

0
Z2(x, t, s, y, gn−1(s, y))dsdy. (9)

We assume

ψn−1(x, t, s, y) := Z1(x, t, s, y, fn−1(s, y)),

ϕn−1(x, t, s, y) = Z2(x, t, s, y, gn−1(s, y)). (10)

Thus from Eqs. (8) and (9) and using Eq. (10), we have

(Tzn)(x, t) = k(x, t) +

∫ x

0

∫ 1

0
ψn−1(x, t, s, y)dsdy

+ i

∫ x

0

∫ 1

0
ϕn−1(x, t, s, y)dsdy. (11)

In this work, we use the 2D rational Haar (RH) wavelet method for ap-
proximating the solution of integral equations. There are some researches
on approximating the solution of integral equations by using the Haar
wavelet. For example, the solution of the Fredholm, Volterra, and mixed
integral equations in [9,13,18,20], and also the integro-differential equation
in [10, 19] were approximated. The Haar wavelets are one of the simplest
wavelets among various types of wavelets, and the RH functions are family
on [0, 1] of only three values +1,−1, and 0.

Definition 5. The RH functions hn(t) for n = 2j + k, j = 0, 1, . . . , and
k = 0, 1, . . . , 2j − 1 are defined by

hn(t) = H(2jt− k)|[0,1],

where

H(t) =


1, 0 < t ≤ 1

2 ,
−1, 1

2 < t < 1,
0, otherwise,

(12)

and for all t ∈ [0, 1), we have h0(t) = 1.
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By expanding ψn−1 and ϕn−1 for n = 1, 2, 3, . . ., in terms of RH func-
tions, we have

ψn−1(x, t, s, y) =
∞∑
i=0

∞∑
j=0

∞∑
r=0

∞∑
q=0

k
(1)
ijrqhij(x, t)hrq(s, y),

ϕn−1(x, t, s, y) =

∞∑
i=0

∞∑
j=0

∞∑
r=0

∞∑
q=0

k
(2)
ijrqhij(x, t)hrq(s, y).

Let m = 2n+1 and Qm be the orthogonal projection with the following
interpolation property

Qm(ψn−1(x, t, s, y)) =

m−1∑
i=0

m−1∑
j=0

m−1∑
r=0

m−1∑
q=0

k
(1)
ijrqhij(x, t)hrq(s, y),

Qm(ϕn−1(x, t, s, y)) =
m−1∑
i=0

m−1∑
j=0

m−1∑
r=0

m−1∑
q=0

k
(2)
ijrqhij(x, t)hrq(s, y), (13)

or

Qm(ψn−1(x, t, s, y)) = ht(x, t)K1h(s, y),

Qm(ϕn−1(x, t, s, y)) = ht(x, t)K2h(s, y). (14)

where K1 and K2 are block matrices of the form,

K1 = [K
(i,j)
1 ]m−1

i,j=1, K2 = [K
(i,j)
2 ]m−1

i,j=1 (15)

in which
K

(i,j)
1 = [k

(1)
ijrq]

m−1
i,j,r,q=1, K

(i,j)
2 = [k

(2)
ijrq]

m−1
i,j,r,q=1 (16)

and the coefficients kijrq, are given by

k
(1)
ijrq =

⟨Z1(x, t, s, y, fn−1(s, y)), hrq(s, y)⟩, hij(x, t)⟩
⟨hij(x, t), hij(x, t)⟩⟨hrq(s, y), hrq(s, y)

, (17)

k
(2)
ijrq =

⟨Z2(x, t, s, y, gn−1(s, y)), hrq(s, y)⟩, hij(x, t)⟩
⟨hij(x, t), hij(x, t)⟩⟨hrq(s, y), hrq(s, y)

. (18)

Also, any function f(x, t) of two variables in X can be similarly approxi-
mated in terms of RH functions as

f(x, t) =
m−1∑
i=0

m−1∑
j=0

lijhij(x, t) = LTh(x, t), (19)
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where

L = [l00, l01, . . . , lm−1,m−1]
T
(m−1)×(m−1),

h(x, t) = [h00, h01, . . . , hm−1,m−1]
T
(m−1)×(m−1)(x, t),

and for two-dimensional RH functions, we have

hij(x, t) = hi(x)hj(t),

where the RH function coefficients lij are given by

lij =
⟨f(x, t), hij(x, t)⟩

∥hij(x, t)∥22
.

Thus by using Eqs. (13), (14) and (9) for the nonlinear two-dimensional
Volterra integral equations (2) in the complex plane, we have

zn(x, t) = k(x, t) +

∫ x

0

∫ 1

0
Qm(ψn−1(x, t, s, y))dsdy

+ i

∫ x

0

∫ 1

0
Qm(ϕn−1(x, t, s, y))dsdy. (20)

3 Error analysis
In this section, an upper bound for the error of our method will be calcu-
lated, by using the Banach fixed point theorem. Moreover, the order of con-
vergence of our method is O(n(2q)n). Suppose that, g(x, t) : [0, 1]2 → R2

is an arbitrary continuous function; then we define

||g||∞ = sup{|g(x, t)|; (x, t) ∈ [0, 1]× [0, 1]}. (21)

Lemma 1. Let Z1, Z2 : [0, 1]4 × R2 → R2 be continuous and Lipschitzian
functions with respect to their fifth variables, with Lipschitz constants M1

and M2. Then T has an unique fixed point and for all z0(s, t) ∈ C([0, 1]2,C)
and

q = max{M1,M2} <
1

2
, (22)

we have

∥z − Tnz0∥∞ ≤ ∥Tz0 − z0∥∞ ×
∞∑
j=n

qj . (23)
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Proof. By Eq. (20) and using the triangle inequality and Eqs. (3) and (4),
we have

|(Tz1)(x, t)− (Tz2)(x, t)| (24)

= |
∫ x

0

∫ 1

0
(Z1(x, t, s, y, f1(s, y))− Z1(x, t, s, y, f2(s, y)))dsdy

+ i

∫ x

0

∫ 1

0
(Z2(x, t, s, y, g1(s, y))− Z2(x, t, s, y, g2(s, y)))dsdy|

≤
∫ x

0

∫ 1

0
|Z1(x, t, s, y, f1(s, y))− Z1(x, t, s, y, f2(s, y))|dsdy

+ i

∫ x

0

∫ 1

0
|Z2(x, t, s, y, g1(s, y))− Z2(x, t, s, y, g2(s, y))|dsdy

≤
∫ x

0

∫ 1

0
|(Z1(x, t, s, y, f1(s, y))− Z1(x, t, s, y, f2(s, y)))|dsdy

+

∫ x

0

∫ 1

0
|(Z2(x, t, s, y, g1(s, y))− Z2(x, t, s, y, g2(s, y)))|dsdy

≤M1

∫ x

0

∫ 1

0
|f1(s, y)− f2(s, y)|dsdy +M2

∫ x

0

∫ 1

0
|g1(s, y)− g2(s, y)|dsdy

≤M1||f1(x, t)− f2(x, t)||∞ +M2|||g1(x, t)− g2(x, t)||∞.

We define z∗1 = f1 + ig1 and z∗2 = f2 + ig2. Also by using Eq. (24) and the
triangle inequality, we have∣∣∣(Tz1)(x, t)− (Tz2)(x, t)

∣∣∣ ≤ M1∥f1(x, t)− f2(x, t)∥∞ +M2∥g1(x, t)− g2(x, t)∥∞
≤ 2q∥z∗1(x, t)− z∗2(x, t)∥∞.

By induction on n ∈ N, we obtain

∥Tnz1 − Tnz2∥∞ ≤ (2q)n∥z1 − z2∥∞. (25)

Since q < 1
2 , so T is a contraction mapping. Therefore,

∞∑
n=1

∥Tnz1 − Tnz2∥∞ <∞.

Then T has a unique fixed point, which means that Eq. (8) has a unique
solution and Eq. (23) satisfies the Banach fixed-point theorem.

Theorem 1. If φn−1, ψn−1 ∈ C([0, 1]4), and Z1, Z2 : [0, 1]
4×R2 → R2, are

continuous and Lipschitzian functions and ε1, ε2, . . . , εi > 0 for i ≥ 1, then

∥z − zn∥∞ ≤ ∥Tz0 − z0∥∞
∞∑
j=n

qj +
n∑

j=1

qn−jεj . (26)
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Moreover, the rate of convergence method is O(n(2q)n).

Proof. If

Ln−1 = max{∥∂ψn−1

∂t
∥∞, ∥

∂ψn−1

∂s
∥∞ ∥∂ψn−1

∂x
∥∞, ∥

∂ψn−1

∂y
∥∞}, (27)

for n = 1, 2, . . . and m = 2n+1, then, using the triangle inequality, we have

∥T (zn−1)− zn∥∞

≤ ∥
∫ x

0

∫ 1

0
ψn−1(x, t, s, y)−Qm(ψn−1(x, t, s, y))dsdy

+ i

∫ x

0

∫ 1

0
ϕn−1(x, t, s, y)−Qm(ϕn−1(x, t, s, y))dsdy∥∞

≤ ∥
∫ x

0

∫ 1

0
ψn−1(x, t, s, y)−Qm(ψn−1(x, t, s, y))dsdy∥∞

+ ∥
∫ x

0

∫ 1

0
ϕn−1(x, t, s, y)−Qm(ϕn−1(x, t, s, y))dsdy∥∞

≤ ∥ψn−1 −Qm(ψn−1)∥∞ + ∥ϕn−1 −Qm(ϕn−1)∥∞.

If we define
g(t, s, x, y) := ψn−1 −Qm(ψn−1),

then by using the interpolating property and the mean-value theorem for
four variables at t0, s0, x0, y0 = 0 with

ti =
1

2n1+1
+

v1
2n1

, for i = 2n1 + v1,

sj =
1

2n2+1
+

v2
2n2

, for j = 2n2 + v2,

xk =
1

2n3+1
+

v3
2n3

, for k = 2n3 + v3,

yl =
1

2n4+1
+

v4
2n4

, for l = 2n4 + v4,

where n1, n2, n3, n4 ≥ 1, and i, j, k, l ≤ m− 1, we have

∥ψn−1 −Qm(ψn−1)∥∞

= ∥g(ti, sj , xk, yl) +
∂g

∂t
(ξ, γ, τ, υ)(ξ − ti) +

∂g

∂s
(ξ, γ, τ, υ)(γ − sj)

+
∂g

∂x
(ξ, γ, τ, υ)(τ − xk) +

∂g

∂y
(ξ, γ, τ, υ)(υ − yl)∥∞
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= ∥(I −Qm)
∂ψn−1

∂t
(ξ, γ, τ, υ) + (I −Qm)

∂ψn−1

∂s
(ξ, γ, τ, υ)

+ (I −Qm)
∂ψn−1

∂x
(ξ, γ, τ, υ) + (I −Qm)

∂ψn−1

∂y
(ξ, γ, τ, υ)∥∞

max{∥ξ − ti∥∞, ∥γ − sj∥∞, ∥τ − xk∥∞, ∥υ − yl∥∞}

≤ 2

2n
∥(I −Qm)∥∞∥∥∂ψn−1

∂t
(ξ, γ, τ, υ) +

∂ψn−1

∂s
(ξ, γ, τ, υ)

+
∂ψn−1

∂x
(ξ, γ, τ, υ) +

∂ψn−1

∂y
(ξ, γ, τ, υ)∥∞ ≤ 8Ln−1

2n
.

The same proof holds for ϕn−1, so we have

∥T (zn−1)− zn∥∞ ≤ 16Ln−1

2n
. (28)

Choose fixed constants ε1, ε2, . . . , εi > 0 , i ≥ 1, with
16Lk−1

2k
< εk for k = 1, 2, . . . , n, (29)

Then we have
∥T (zn−1)− zn∥∞ < εn, n ≥ 1. (30)

By applying the triangle inequality, we achieve

∥z − zn∥∞ ≤ ∥z − Tn(z0)∥∞ +
n∑

j=1

qj∥T (zj−1)− zj∥∞. (31)

From Eqs. (23) and (30), we conclude

∥z − zn∥∞ ≤ ∥T (z0)− z0∥∞
∞∑
j=n

qj +
n∑

j=1

qn−jεj . (32)

Also, since q < 1, the geometric series
∑∞

j=n q
j = qn

1−q is convergent. By
using Eqs. (28), (29), and (22), if we set

q =
1

2
− 1

2l+1
<

1

2
, l ∈ N, (33)

then applying Eq. (32) implies

∥z − zn∥∞ ≤ ∥Tz0 − z0∥∞
qn

1− q
+

n∑
j=1

(
1

2
− 1

2l+1
)n−j 16Lj−1

2j

= ∥Tz0 − z0∥∞
qn

1− q
+

n∑
j=1

(
1

2
− 1

2l+1
)n(

1

2
− 1

2l+1
)−j 16Lj−1

2j

= ∥Tz0 − z0∥∞
qn

1− q
+ 16(

1

2
− 1

2l+1
)n

n∑
j=1

(
1

2
− 1

2l+1
)−j Lj−1

2j
, (34)
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in which, from Eq. (27), the sequence Lj−1 for any j ∈ N is uniformly
bounded. Therefore, for every 1 ≤ j ≤ n, there exists N < ∞ such that
|Lj−1| ≤ N . Thus from Eq. (34), we have

∥z − zn∥∞ ≤ ∥Tz0 − z0∥∞
qn

1− q
+ 16(q)n

n∑
j=1

(
1

2
− 1

2l+1
)−jN

2j

= ∥Tz0 − z0∥∞
qn

1− q
+ 16N(q)n

n∑
j=1

(1 +
1

2l − 1
)j
2j

2j
. (35)

Since (1 + 1
2l−1

) ≤ 2 for any l ∈ N and by using (35), we have

∥z − zn∥∞ ≤ ∥Tz0 − z0∥∞
qn

1− q
+ 16N(q)n

n∑
j=1

2j

≤ ∥Tz0 − z0∥∞
qn

1− q
+ 16N(q)nn2n. (36)

If n → ∞ and q < 1
2 , then the last summand of the right-hand side of

(36) vanishes, and so we have ∥z − zn∥∞ ≤ 16Nn(2q)n. Thus the rate of
convergence of our method is O(n(2q)n).

4 Numerical examples
We illustrate the behavior of the proposed numerical method using three
examples. In this work, using the equations of Section 2, for approximating
z we obtain a sequence of functions {zn}n∈N. Also, we set the exact solution
z = v + iw with an initial function z0(s, t) ∈ C([0, 1]2,C) that z0(s, t) =
g(s, t) and m = 2n+1 for all n = 0, 1, . . .. When we approximate the
exact solution z, iteratively, we exhibit the absolute errors which have been
committed in points (xi, ti) ∈ [0, 1]2. In this section, points are proposed
as (xi, ti) = (i/10, i/10) for i = 1, 2, . . . , 9.

As we know so far, no study has yet been attempted in order to solve
the nonlinear two-dimensional mixed Volterra Fredholm integral equation
in the complex plane. So this method cannot be compared with other
numerical methods and ones for that matter. We have solved and computed
all of the examples with software Maple 18 on a machine with Intel core
i7 Duo processor 2.4 GHz and 8 GB RAM. Moreover, we introduce an
algorithm, based on the method presented in Section 2 that is used to
solve all examples. We know that time-complexity is a formal construct
that we use for any kind of algorithm that depends on the asymptotic
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number of steps (when considering worst-case, average-case, or best-case
analysis). By using this algorithm, we do not need to solve any linear
system for evaluating the wavelet coefficients, the CPU time is very low
and the solving of equations with this method is an economical.

Algorithm 1.
1. Define j
2. For n = 1 to 4
3. Set m = 2n+1

4. Calculate Qm(φn−1(x, t, s, y)), Qm(ψn−1(x, t, s, y)) from
Eqs. (13) or (14).

5. k := 1
6. While k ≤ 9
7. (xk, tk) := (k/10, k/10)
8. Approximate zn(x, t) from equations of (20).
9. Calculate of the absolute errors from equations of

|error| =
√
(v −Re zn)2 + (w − Im zn)2.

10. k := k + 1,
11. Go to step 2.

Example 1. In the first example, we consider the nonlinear two-dimensional
mixed Volterra Fredholm integral equation of the second kind as

z(x, t) = k(x, t) +
1

25

∫ x

0

∫ 1

0

s2y3z3(s, y)

5 + x2t
dsdy

where the exact solution is z(x, t) = sin(x2 + t) + i cos(x− t
2).

In Table 1, for the grid points (xi, ti) = (i/10, i/10), for i = 1, 2, . . . , 9,
we have to obtain the absolute error. Moreover, CPU runtime for n = 2 or
23 Haar wavelet basis is 0.047 seconds, and for n = 4 or 25 Haar wavelet
basis is 0.640 seconds.

Low CPU runtime is an efficiency of this method. Absolute errors of
Example 1 and comparison between the numerical and exact solution have
been demonstrated in Figures 1 and 2, respectively. Also, in Table 1, the
numerical results for Example 1 have been presented.

Example 2. We consider the nonlinear two-dimensional mixed Volterra
Fredholm integral equation of the second kind as

z(x, t) = k(x, t) +
1

20
x2t

∫ x

0

∫ 1

0
sy2

sin2(z(s, y))

cos(1− z(s, y))
dsdy

with exact solution z(x, t) = t− x2 + i(t3 − x).
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Table 1: Absolute errors of Example 1.

xi Our method for n = 2 Our method for n = 4

0.1 2.14E−11 2.36E−12
0.2 1.37E−10 2.08E−10
0.3 4.16E−9 1.85E−9
0.4 1.16E−8 1.23E−8
0.5 3.28E−8 3.27E−8
0.6 1.46E−7 1.33E−7
0.7 2.86E−7 3.36E−7
0.8 7.56E−7 6.41E−7
0.9 1.13E−6 1.19E−6

Figure 1: Absolute errors for n = 4 in Example 1.

In Table 2, for the grid points of (xi, ti) = (i/10, i/10), i = 1, 2, . . . , 9,
we obtain the absolute error. Moreover, CPU runtime for n = 3 or 24 Haar
wavelet basis is 43.531 seconds, and for n = 4 or 25 Haar wavelet basis is
134.172 seconds. The CPU runtime proves efficient veracity of the method.
In Figure 3 the absolute errors of Example 2 and in Figure 4 comparison
between the numerical and exact solution have been demonstrated.

Also, in Table 2, the numerical results of Example 2 have been pre-
sented.
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Figure 2: The exact solution for n = 4 in Example 1.

Figure 3: Absolute errors for n = 3 in Example 2

5 Conclusions
It is a fact that the solutions of the nonlinear 2D mixed Volterra Fredholm
integral equations are complicated in general. So, the mathematicians often
attempt to achieve the approximate solutions. One of the most efficient
and suitable methods of solving the Eq. (2) is the Haar wavelets’ basis.
The context of this study is the Haar wavelet basis in the complex plane.
We proved the convergence of the method by getting an upper bound and
using the Banach fixed point theorem for the mentioned equations in Error
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Table 2: Absolute errors of Example 2.

xi Our method for n = 3 Our method for n = 4

0.1 2.17E−10 3.40E−10
0.2 5.33E−9 8.38E−9
0.3 3.48E−8 2.13E−8
0.4 1.23E−7 8.73E−8
0.5 1.61E−8 1.53E−8
0.6 2.76E−7 3.45E−7
0.7 5.81E−7 7.03E−7
0.8 1.00E−6 8.22E−7
0.9 1.35E−6 1.11E−6

Figure 4: The exact solution for n = 4 in Example 2.

analysis section. Also, in Numerical examples section, it has been observed
that the approximate solutions, which have been obtained by using the
Haar wavelet basis in the nodes specified xi = i/10, i = 1, . . . , 9, are of great
accuracy in two numerical examples of 2D mixed Volterra Fredholm integral
equations. In addition, CPU runtimes in seconds have been presented. It
is worth noting that the problems have been solved by using Algorithm 1.
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