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An iterative method based on Simpson’s 3/8 rule to solve
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Abstract. Newton’s method is one of the important algorithms for solving absolute value equations. In
this paper, we introduce an efficient two-step iterative method to improve the Newton algorithm. The new
method adopts the predictor-corrector technique in which the first step is generalized Newton method and
the second step is based on Simpson’s 3/8 rule. Under some standard assumptions, the convergence of
new method and its linear convergence rate are obtained. Numerical results show that the our method is
efficient and robust to solve absolute value equations.
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1 Introduction
The generalized absolute value equation (GAVE) is of the form
Ax+Blx| = b, (1)

in which A,B € R"*", b € R" and x € R”" is the unknown vector . Also, |- | denotes the absolute value
function. For the first time, GAVE introduced by Rohn in [27] and then investigated by the other re-
searchers, see [18,25,33]. For B = —I, the GAVE reduces to absolute value equation (AVE) [7, 13]

Ax—[x| =b. )

The AVE (2) has many applications in scientific computing and engineering. For example, linear com-
plementarity problem (LCP), linear programming, convex quadratic programming and bimatrix games
are equivalent to AVE [9,26,32]. Solving the AVE is an NP-hard problem [2 1] and the conditions of ex-
istence, non-existence and uniqueness the solution are investigated in [21,29,35]. So far, some numerical
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algorithms have been provided to obtain the approximate solution of AVE [3,8, 14,15,17,29-31]. The
most important of these algorithms are non-smooth Newton method [22], mixed-type splitting technique
[11], Levenberg-Marquardt technique [24], SOR-like method [16], Picard iteration method [37], Gauss-
Seidel iteration method [10], a method based on interval matrix [28], complementarity and smoothing
functions method [ 1], smoothing techniques for non-Lipschitz absolute value equations [36], alternating
projections method [2], generalized Gauss-Seidel iteration method [4], iteration methods for solving ab-
solute value equations for an M-matrix or strictly diagonally dominant matrix [5], fixed point method and
the modified generalized Gauss-Seidel method [6] and the combination of Newton method and Simpson
rule [19]. In this paper, we present a two-step iterative method for solving the absolute value equation
(2). Our algorithm is based on predictor-corrector technique, in which the predictor step is Newton’s
algorithm and the corrector step is based on Simpson’s 3/8 rule.

The remainder of this paper is organized as follows. In Section 2, we introduce a new algorithm to
solve AVE (2). Our iterative method has two steps which are based on Newton’s method and Simpson’s
3/8 rule. The convergence of new method and linear convergence rate are established in Section 3.
Numerical simulation of the new algorithm has been done for some standard examples in Section 4.
Finally, some conclusions are given in Section 5.

2 Newton-% Simpson method
Let
F(x):=Ax—|x| —b. 3)

Solving the AVE is equivalent to solve the equation F(x) = 0. The generalized Jacobian of |x| is defined
by

D(x) = x| = diag(sn(x)). @
where sgn(x) is the signum function. Since |x| = D(x)x, we have
F(x)=(A—D(x))x—b. (5

Hence, the generalized Jacobian of F(x) is obtained by
JdF (x) =A—D(x). (6)

Recently, Alamgir Khan et al. [19] proposed an improved Newton-type technique for solving AVE.
This algorithm has two steps where the first step is the generalized Newton technique (Predictor) and the
second step is based on Simpson’s rule (Corrector). This method is very effective to solve large systems.

Algorithm 1 (NSM): (Newton and Simpson methods for solving AVE).

(S0) Let A € R™" be a non-singular matrix, b € R", the initial vector ¥ e R" and parameter € > 0.
(S1) If [|Axk — |x¥| — b|| < &, stop.

(82) Compute
= (a-DE) ',

(7
A+ =xk—6 (8F(xk) +4aF(

xk+yk

) +8F(yk)> B F(xb).

Then, return to (S1).
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The new method uses Simpson’s 3/8 rule instead of Simpson’s rule. These integration rules and the
errors of them are as follows [12]. For the Simpson’s rule we have

/abf(X)dm bga (f(a)+4f(a;b) +f(b)) . E= ﬁ(b—a)s‘f(“)(’é)

)

and for the Simpson’s 3/8 rule:

b—a
8

/abf(x)dx ~

)

(r@+3r (P 2) 137 (5E) 110)) . E= ol

in which & € (a,b). Hence, the new algorithm has the following advantages:
e The error of Simpson’s 3/8 rule is smaller than Simpson’s rule.

e The Simpson 3/8 rule can be used with the number of segments are multiples of 3.

o [f iterations be far from the solution of absolute value equations, then Newton’s method is suitable.
But if x* be close to the solution, then Simpson’s 3/8 rule generates new iterations by combining

k k

x* and y*.

Algorithm 2 (N3SM): (Newton and 3/8 Simpson methods for solving AVE).
(SO) Let A € R™" be a non-singular matrix, b € R", the initial vector x” € R" and parameter & > 0.
(S1) If [|Axk — |x*| — b|| < &, stop.

(82) Compute

1

Y= (A-D(E")) b,

20K 4 yk XK 42k @)

A =k g (8F(x")+38F( )+3aF( )+8F(yk)>lF(xk).

Then, return to (S1).

3 Convergence analysis

In this section, we investigate the convergence of Algorithm 2 to solve AVE.

Lemma 1. [22] Let Q C R". Then, for all x,y € Q, we have

|| = Iyl || < 2l =yll.

Now, we explain some necessary and sufficient conditions for the existence or non-existence of a
solution and the unique solvability of the absolute value equations.

Proposition 1. [23] Let A € R"™" be invertible. If ||A~Y|| < 1, then the AVE (2) has a unique solution
forany b € R".
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Proposition 2. [23] If the singular values of A € R"™" exceed 1, the AVE (2) is uniquely solvable for
any b € R".

Proposition 3. [23] Let 0 # b > 0 and ||A|| < 1. Then, the AVE (2) has no solution.
Proposition 4. [23] Let r € R". The AVE (2) has no solution for A € R™" and b € R" whenever
—r<ATr<m, and b'r>0.

Proposition 5. [34] The AVE (2) has a unique solution for any b € R" if and only if matrix A— I+ 2D
be non-singular for any diagonal matrix D = diag(d;) with 0 < d; < 1.

Proposition 6. [34] The AVE (2) has a unique solution for any b € R" if and only if matrix A+1—2D
be non-singular for any diagonal matrix D = diag(d;) with 0 < d; < 1.

Lemma 2. The second step in N%SM is equivalent to

A =k M F (),

where L ] ]
2 2
Mk:SA—D(xk)—3D( a ;y )—3D<x J; Y )—D(yk). )
Proof. From the second step of N%SM, we obtain
2 k k k 2 k
Mk:aF(x")+3aF( ¥ty )+38F<x J; Y )—|—8F(yk)

—A-D(¥)+3 <A—D(2xk3+yk)) +3 (A—D(xkzzyk» + (A—D(y"))

— 84— D(x¥) 3D(2xk;yk> 3D<xk+32yk) — D).

O

Theorem 1. Let A € R"*" and all singular values of A be greater than 1. Then, the matrix My, is invertible
forall k.

Proof. Using contradiction, let M; be singular. Hence, M;z = 0 for some z # 0. Now, (9) gives us

1 2K 4y XK 429K
Az:8<D(xk)+3D< - )+3D( - )—l—D(yk))z.

Since all sigular values of A are greater than one, we obtain
1 2 k k k 2 k T
dz<ATAz= " D) +30(= ;“y )+3p(* J; =) 400"
2ok 4 yk

x [D() +3D( )+3D

(528 o0

xk+2yk
—)
2xk+yk)D<xk+2yk)
3 3

+6D(y’<)D(2xk3+yk) +9Dz(xk+32yk) +6D(yk)D(xk +32yk) +D2(y’<)}z.

_ Lo [D2(4) + 60D (

64 2)6,(34r yk) +60(4)D

+2D(x*)D(y*) +9D?

2k k
(L ;Ly )+18D(
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Furthermore, D is a diagonal matrix with diagonal elements of {—1,0,+1}. So

1
z z<a(64z 7) =7z,

which is contradiction and M is non-singular. OJ

Theorem 2. Let A € R"™™" and all singular values of A be greater than 1. If M = sup, HMk_] | < ﬁ, then
the generated sequence {x*} by N%SM converges to a solution x* of AVE.

Proof. From Lemma 2, we obtain
M (X —x*) = M, (xk —8M, 'F(x") —x") = My (x* —x*) —8F (xb).
Now, F(x*) =0, (3) and (9) give us

My (! —x*) = My (x* — x*) — 8(F (x*) — F (x*))
= M (x* —x*) — (Axk—|xk\ Ax* + |x*])
= (My, —8A)(x* — x*)—|—8(\xk] X))

:—( +3D(2 ) 3D(xk+32yk)+D(y")> (o =)+ 8 (x| = [x]).

So
= M B — ) — M —2)] (10)
where P & '
~ 2 2
My = D(x) +3D<%+y) +3D(%) + D).
Furthermore

) a2

98 < [+ 3] o( O loehl<san

Finally, Lemma 1, (10) and (11) imply

ot =] < g 804 = b+ 1 | ]
< [ 16— ]|+ 81t 57
=24, ||[+* — x|

So
ka“ —x' < 24MHx" —x".

Finally
= <o < 24 O — 7.

Hence, the generated sequence {x} by N%SM is convergent to the solution of AVE. 0
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4 Numerical experiments

In this section, we compare the numerical results of N%SM with NSM and the Newton (N) method to
solve AVE. The stopping criterion for all the algorithms is

RES := HAxk— x| —b|| <e,

or the total number of iterates exceeds 500. For comparing the algorithms, we use four test problems
with different dimensions. The numerical results are reported in Tables 1-4. In these tables, “Iter” and
“Time” stand for the number of iterations and time in seconds, respectively. Also, we use the parameter
€ = 107!2 and the generated vector b € R” by the following MATLAB command

b= (A —eye(n)) *ones(n,1).

Here, eye(n) is the identity matrix of order n and ones(n, 1) is a vector with all components equal to 1 of
order n. All algorithms are implemented in MATLAB 2017a programming environment on a 2.3Hz Intel
core i3 processor Laptop and 4GB of RAM.

Example 1. Consider the AVE with A = (g;;) € R™" with

al‘,‘:4, i:1,2,...,n,

Cll"(i_;'_]):—l, izl,...,l’l—l,

ai7(,~,1):—1, i:2,...,n,
and the other components are zero. Also, the initial vector is set to be 0 = (0,0,...,0)7 € R". Table
1 shows that all the algorithms solve the test problems in different dimensions with the same number of

iterations. Furthermore, Newton’s algorithm is faster than the other two methods but NSM and N%SM
solve the test problems almost at the same time. The residual error for NSM and N%SM is less than N.

Table 1: Comparison of N, NSM and N%SM in Iter, Times and RES for Example 1.

n I 1000 \ 2000 \ 3000 \ 4000 \ 5000 | avarage
Tter 2 2 2 2 2 2

N Time 0.4427 1.7865 4.6707 9.2925 18.6206 6.9626
RES || 2.0751x107 ™ | 2.9531x10" ™ | 3.6157x10° ™ | 4.1779x10" ™ | 4.6748x10~ ™ | 3.4993x10~ 4
Iter 2 2 2 2 2 2

NSM || Time 0.8427 3.7682 9.6217 19.8775 40.7085 14.9637
RES || 1.3722x107™ | 1.9577x10~™ | 2.4000x10~™ | 2.7752x10~™ | 3.1046x10~ ™ | 2.3219x10~1*
Tter 2 2 2 2 2 2

N3SM || Time 0.9009 3.8666 9.9900 21.0197 44.2504 16.0055
RES || 1.4424x107™ | 2.0659x10~™ | 2.5318x107 1 | 2.9272x10~™ | 3.2812x10" 1 | 2.4497x10~ 1

Example 2. Consider the AVE with A € R"*" where the entries of the matrix A are as follows

aji = 4n, i=1,2,...,n,
Cli7(i+1):n, i:l,...,n—l,

Cli7(i,1):fl, i:2,...,n,
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and other components are a;; = 0.5. The initial vector is x° = (0,0,...,0)7 € R". Numerical results of
all algorithms are given in Table 2 which shows that N%SM is better than other algorithms in Iter, Times
and RES.

Table 2: Comparison of N, NSM and N%SM in Iter, Times and RES for Example 2.

n I 200 [ 500 [ 1000 [ 1500 [ 2000 [  avarage
Tter 500 500 500 500 500 500
N Time 2.0794 12.9059 75.0321 224.0558 507.4120 164.2970
RES || 1.0363x10710 | 1.3586x107° | 6.5838x10~° | 1.7790x10~8 | 3.8796x10~% | 1.2926x10~%
Tter 500 9 9 7 19 108.8
NSM || Time 4.8604 0.5640 2.286 4.3864 33.2051 9.1605
RES || 1.4735x107 12 | 6.4311x10~ 13 0 0 0 42332x10° 13
Tter 500 6 8 9 9 106.4
N3SM || Time 5.0982 0.3905 2.2208 6.5240 15.2313 5.8929
RES || 1.8887x1012 0 2.0949%x10~ 13 0 0 4.1964x10° 13

Example 3. Consider the AVE with A € R"*”" which is produced by the following command in MATLAB
and all singular values are greater than 1:

A =round(n*eye(n)) —0.02 % (2 +xrand(n,n) — 1).

Also, the initial vector is x° = (0,0,...,0)7 € R”". The numerical results of this problem are reported
in Table 3. This table shows that the Iter, Time and RES of N%SM are better than those of the other
algorithms.

Table 3: Comparison of N, NSM and N%SM in Iter, Times and RES for Example 3.

n I 1000 [ 1500 [ 2000 [ 2500 [ 3000 | avarage
Tter 500 500 500 500 500 500
N Time 86.2749 220.5741 281.1413 322.0491 346.1719 251.2423
RES || 4.8234x107 1T | 1.8125x10°10 | 2.5741x10710 | 4.4910x10"1 | 6.7114x10710 | 3.2143x10"10
Tter 3 4 4 4 5 4
NSM || Time 1.0293 3.7912 8.2153 15.6279 37.0463 13.142
RES || 8.4312x107 13 | 5.5695x10° 13 | 4.5475x10°13 | 9.0949x10"13 | 4.5475x10° 13 | 6.4381x10° 13
Iter 3 4 4 4 5 4
N3ZSM || Time 0.8692 7.0346 8.5758 15.7216 32.5731 12.9549
RES || 7.3677x10°13 0 0 0 0 1.4735x10°13

Example 4. Consider the AVE with A =M + ul (1 > 0) and
M = tridiag(—1,%,—1) e R”*" | ¥ =tridiag(—1,4,—1) € R™".

Here, use pt = 0.5. Numerical results have presented in Table 4. This table confirms that N is the fastest
method for solving the absolute value equation of Example 4. Moreover, N%SM is better than the other
two methods from the number of iterations and RES.
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Table 4: Comparison of N, NSM and N%SM in Iter, Times and RES for Example 4.

n | I 200 \ 400 \ 600 \ 800 \ 1000 | avarage
Iter 3 3 3 3 3 3

N Time 0.1130 0.5711 1.9594 5.0694 9.5802 3.4586
RES || 5.1341x107™ | 5.6977x10~™ | 6.2203x10~™ | 6.7387x10~™ [ 7.2512x10~ ™ | 6.2084x10~1*
Iter 2 2 2 2 2 2

NSM || Time 0.1784 0.7706 2.5832 6.5136 123523 4.4796
RES || 4.2960x107™ | 4.7888x10~ ™ | 5.3234x10~ 1 | 5.6500x10~™ | 6.0910x10~ ™ | 5.2298x10~ 1%
Tter 2 2 2 2 2 2

N3SM || Time 0.1706 0.8193 2.6539 6.5616 12.0605 44532

RES || 4.1285x107™ | 4.3263x10"™ | 5.0311x10" ™ | 5.6607x10~™ | 6.1414x10~ ™ | 5.0576x10~ 14

5 Concluding remarks

In this paper, we introduced a two-step method to solve the absolute value equations. The first step is
Newton method and the second step is based on Simpson’s 3/8 rule. The convergence of the new method
and the linearly convergence rate are proven under some standard assumptions. Numerical examples
have shown that the proposed method is effective in the number of iterations and CPU time. Hence, our
method is better than some other algorithms for solving AVE.
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