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Abstract. In this paper, we use the CAS wavelets as basis functions to numerically solve a system
of nonlinear Fredholm integro-differential equations. To simplify the problem, we transform the system
into a system of algebraic equations using the collocation method and operational matrices. We show
the convergence of the presented method and then demonstrate its high accuracy with several illustrative
examples. This approach is particularly effective for equations that admit periodic functions because
the employed basis CAS functions are inherently periodic. Throughout our numerical examples, we
observe that this method provides exact solutions for equations with trigonometric functions at a lower
computational cost when compared to other methods.
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1 Introduction

Integral and differential equations have been one of the principal tools in different areas of applied math-
ematics. Actually, many problems in various sciences, including physics, control, economics, electrical
engineering, mechanics, medicine, etc., can be modeled as initial value or boundary value problems, that
can be converted into integral, differential or specially integro-differential equations [1]. On the other
hand, it is very difficult or impossible to obtain the analytical solution of such systems in many cases.
Therefore, these class of equations are tacked numerically.

In recent years, various types of numerical methods have been presented for solving these equations,
for examples [5,10,14–16] and etc. A large class of these research are based on the use of basis functions,
especially orthogonal basis functions. The most important advantage of this method is converting the
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integral or integro-differential equations into a system of algebraic equations, which greatly simplifies
the problem.

Wavelets are an important class of orthogonal basis functions, which have been used since 1991 for
numerical solution of such equations [12]. Wavelets are a set of linearly independent functions created by
translation and dilation of a single scale function called the mother wavelet. This translation and dilation
lead to a very useful property in approximating functions, and hence they can accurately represent the
behavior of functions and operators. Therefore, using wavelets for the numerical solution of discussed
equations leads to more efficient algorithms than the other methods.

In recent years, different types of wavelets have been used for the numerical solution of integral,
differential and integro-differential equations, such as Haar Wavelets [3, 12], Legendre wavelets [11],
CAS wavelets [6, 7, 17], Daubechies wavelets [18] and Chebyshev wavelets [2].

In this paper, we consider the system of nonlinear integro-differential equations of the second kind
as: 

l

∑
j=1

λi ju j(s)+
l

∑
j=1

µi ju′j(s) = fi(s)+
l

∑
j=1

∫ 1

0
ki j(s,y)φi j(y,u j(y))dy, i = 1,2, . . . , l,

u j(0) = u j0, j = 1,2, . . . , l,

(1)

where the functions fi(s), ki j(s,y) and φi j(y,u j(y)) are known and u j(s) are unknown for i, j = 1,2, . . . , l.
We use the CAS wavelets to solve the system of nonlinear integro-differential equations (1). For this pur-
pose, the collocation method as well as operational matrices are used to reduce the integro-differential
equations (1) into a system of algebraic equations. This approach significantly simplifies the problem.
We also prove the convergence of the presented method and demonstrate the high accuracy of the ap-
proach with various numerical examples and compare the results with the other methods.

An important feature of the present method is the periodicity of the basis functions. Therefore, it is
reasonable that the method has high efficiency in equations of periodic functions, specially trigonometric
functions. It can be seen in Section 7 that our approach leads to the exact solution for the equations with
trigonometric functions, while this solution is obtained with less computational cost compared to the
other methods. This is the outstanding conclusion of this article. Instead, as can be seen in Example 5 of
Section 7, this method is not suitable for equations with non-periodic functions and leads to a solution
with low accuracy.

2 Preliminaries of CAS wavelets

Wavelets are a family of linearly independent functions created by translation and dilation of a single
scale function ψ(.), called the mother wavelet. When the dilation parameter a and the translation param-
eter b are continuously varied, a family of continuous wavelets is obtained in the following form:

ψa,b(s) = |a|−
1
2 ψ(

s−b
a

), a,b ∈ R, a 6= 0.

If we restrict the parameters a and b to discrete values as:

a = a− j
0 , b = kb0a− j

0 ,

where a0 > 1, b0 > 0 and j,k ∈ N, the family of discrete wavelets is obtained in the following form:

ψ j,k(s) = |a0|
j
2 ψ(a j

0s− kb0).
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Here, {ψ j,k(s)} is an orthogonal wavelet basis for L2(R). In particular, if a0 = 2 and b0 = 1, then
{ψ j,k(s)} will be an orthonormal wavelet basis for L2(R) [9].

Definition 1. The set of CAS wavelets on the interval [0,1), denoted by ψnm(s) = ψ(k,n,m,s), where k
is an nonnegative integer, n = 1,2, . . . ,2k, m ∈ Z and s ∈ [0,1), are defined as follows:

ψnm(s) =

{
2

k
2 CASm(2ks−n+1), n−1

2k ≤ s < n
2k ,

0, otherwise,

where CASm(s) = cos(2mπs)+ sin(2mπs).

The set of CAS wavelets forms an orthonormal basis in L2[0,1). For example, the set of CAS
wavelets for k = 1 and m =−1, 0, 1 on the interval [0,1) are given by:

ψ1,−1(s) =
√

2(cos(4πs)− sin(4πs)),
ψ1,0(s) =

√
2,

ψ1,1(s) =
√

2(cos(4πs)+ sin(4πs)),

if 0≤ s <
1
2
,


ψ2,−1(s) =

√
2(cos(4πs)− sin(4πs)),

ψ2,0(s) =
√

2,
ψ2,1(s) =

√
2(cos(4πs)+ sin(4πs)),

if
1
2
≤ s < 1.

3 Functions approximation

Any function u(s) which is square integrable in the interval [0,1) can be expanded by CAS wavelets as:

u(s) =
∞

∑
n=1

∑
m∈Z

cnmψnm(s), (2)

where cnm = 〈u(s),ψnm(s)〉, in which 〈·, ·〉 is the inner product in L2[0,1) that is defined as follows:

cnm = 〈u(s),ψnm(s)〉=
∫ 1

0
u(s)ψnm(s)ds.

The series expansion appearing in Eq. (2) usually contains infinite number of terms for a smooth function
u(s). If this infinite series is truncated, an approximation of the function u(s) is obtained as follows:

u(s)≈
2k

∑
n=1

M

∑
m=−M

cnmψnm(s) =CT
Ψ(s), (3)

where C and Ψ are 2k(2M+1)×1 vectors given by:

C = [c1(−M),c1(−M+1), . . . , c1(M),c2(−M), . . . ,c2(M), . . . ,c2k(−M), . . . ,c2k(M)]
T , (4)

Ψ(s) = [ψ1(−M)(s),ψ1(−M+1)(s), . . . , ψ1(M)(s),ψ2(−M)(s), . . . ,ψ2(M)(s),

. . . ,ψ2k(−M)(s), . . . ,ψ2k(M)(s)]
T .

(5)
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Similarly, the bivariate function k(s,y) ∈ L2([0,1)× [0,1)) can be approximated based on CAS wavelets
as

k(s,y)≈Ψ
T (s)KΨ(y), (6)

where K is a 2k(2M + 1) × 2k(2M + 1) matrix and its elements are calculated
for i, j = 1,2, . . . ,2k(2M+1) as below

Ki j = 〈Ψi(s),〈k(s,y),Ψ j(y)〉〉=
∫ 1

0

∫ 1

0
Ψi(s)k(s,y)Ψ j(y)dyds.

Here, Ψi(s) and Ψ j(y) are the i-th and j-th elements of Ψ(s) and Ψ(y) vectors, respectively.

4 CAS wavelet operational matrix of integration

The CAS wavelets operational matrix of integration is an important tool in converting the system of
nonlinear Fredholm integro-differential equations (1) into the system of algebraic equations. Consider
the 2k(2M+1)×1 vector Ψ(s) defined in (5), which its elements are CAS wavelets. The integration of
the vector is given by ∫ s

0
Ψ(y)dy = PΨ(s), (7)

where P is a square matrix of order 2k(2M+1) and we call it operational matrix of integration for CAS
wavelets.

Now, in order to calculate the matrix P, we consider the case k = 0 and M = 1. In this case we have
ψ1,−1(s) = cos(2πs)− sin(2πs),

ψ1,0(s) = 1,
ψ1,1(s) = cos(2πs)+ sin(2πs),

if 0≤ s < 1.

Hence ∫ s

0
Ψ(y)dy =

∫ s

0
[ψ1,−1(y), ψ1,0(y), ψ1,1(y)]

T dy

=
1

2π
[ψ1,1(s)−ψ1,0(s), 2πs, ψ1,0(s)−ψ1,−1(s)]

T .

(8)

Expanding the second element of the above vector in terms of the CAS basis functions, we have

2πs = a1,−1ψ1,−1(s)+a1,0ψ1,0(s)+a1,1ψ1,1(s), (9)

where, a1,m = 〈2πs,ψ1,m(s)〉L2[0,1), m =−1,0,1. Substituting the above equations in (8), we get

∫ s

0
Ψ(y)dy =

1
2

 0 − 1
π

1
π

1
π

1 − 1
π

− 1
π

1
π

0

ψ1,−1(s)
ψ1,0(s)
ψ1,1(s)

 .
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Therefore, the CAS wavelet operational matrix of integration in the case k = 0 and M = 1 is a square
matrix of order 3 as follows:

P3×3 =
1
2

 0 − 1
π

1
π

1
π

1 − 1
π

− 1
π

1
π

0

 .

In general, for arbitrary parameters k and M, it is proved by induction that the operational matrix of
integration for CAS wavelets is a square matrix of order 2k(2M+1) as follows

P =
1

2k+1


L F F · · · F
O L F · · · F
O O L · · · F
...

...
. . . . . .

...
O · · · · · · O L

 ,

where L and F are the square matrices of order 2M+1 given by

L =



0 0 · · · 0 − 1
Mπ

0 · · · 0 1
Mπ

0 0 · · · 0 − 1
(M−1)π 0 · · · 1

(M−1)π 0
...

...
. . .

...
...

...
. . .

...
...

0 0 · · · 0 − 1
π

1
π
· · · 0 0

1
π

1
π

· · · 1
π

1 − 1
π
· · · − 1

π
− 1

π

0 0 · · · − 1
π

1
π

0 · · · 0 0
...

...
. . .

...
...

...
. . .

...
...

0 − 1
(M−1)π · · · 0 1

(M−1)π 0 · · · 0 0
− 1

Mπ
0 · · · 0 1

Mπ
0 · · · 0 0


,

F =


0 · · · 0 · · · 0
...

. . .
...

. . .
...

0 · · · 2 · · · 0
...

. . .
...

. . .
...

0 · · · 0 · · · 0

 ,

and O is a zero matrix of order (2M+1)× (2M+1).
Also, the integration of the product of two CAS wavelet function vectors is obtained as:∫ 1

0
Ψ(s)ΨT (s)ds = I, (10)

where I is an identity matrix of order 2k(2M+1)×2k(2M+1).

5 Implementation of the method

In this section, according to the properties and relations stated in the previous sections for the CAS
wavelets and operational matrices, we deal with the numerical solution of the system of nonlinear Fred-
holm integro-differential equations (1).
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At first, suppose that
φi j(y,u j(y)) = ρi j(y), 0≤ y < 1. (11)

Now, considering Eqs. (3) and (6), each of the functions appearing in the system of nonlinear Fred-
holm integro-differential equations (1) can be approximated as follows:

u j(s)≈Ψ
T (s)U j,

u′j(s)≈Ψ
T (s)U ′j,

fi(s)≈Ψ
T (s)Fi,

ki j(s,y)≈Ψ
T (s)Ki jΨ(y),

φi j(y,u j(y)) = ρi j(y)≈Ψ
T (y)Φi j,

(12)

where U j, U ′j and Φi j are 2k(2M+1)×1 vectors with unknown elements, Fi are 2k(2M+1)×1 vectors
and Ki j are 2k(2M+1)×2k(2M+1) matrices with known elements for i, j = 1,2, . . . , l.

Also, u j(0) can be considered as constant functions which are approximated by CAS wavelets as
follows:

u j(0)≈Ψ
T (s)U j0, j = 1,2, . . . , l, (13)

where U j0 are 2k(2M+1)×1 vectors with known elements and can be obtained as the following:

U j0 = [

2M+1︷ ︸︸ ︷
0, . . . , v1 j(0)︸ ︷︷ ︸

(M+1)−th

, . . . ,0,

2M+1︷ ︸︸ ︷
0, . . . , v2 j(0)︸ ︷︷ ︸

(M+1)−th

, . . . ,0, . . . ,

2M+1︷ ︸︸ ︷
0, . . . , v2k j(0)︸ ︷︷ ︸

(M+1)−th

, . . . ,0

︸ ︷︷ ︸
2k(2M+1)

]T ,

where vr j(0) are calculated as follows:

vr j(0) =
∫ 1

0
u j(0)ψr0(s)ds, r = 1,2, . . . ,2k.

In order to reduce the number of unknowns in Eq. (12), we use the initial conditions of the system of
nonlinear Fredholm integro-differential equations (1). Actually, the CAS wavelet operational matrix of
integration (7) leads to the following result

u j(s)−u j(0) =
∫ s

0
u′j(y)dy≈

∫ s

0
U ′j

T
Ψ(y)dy =U ′j

T PΨ(s) = Ψ
T (s)PTU ′j.

On the other hand, according to the Eqs. (12) and (13), we have

u j(s)−u j(0)≈Ψ
T (s)U j−Ψ

T (s)U j0.

Therefore, comparing the two previous equations, the following result is obtained:

U j−U j0 = PTU ′j. (14)
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Now, by substituting each of approximate functions (12) into the system of integro-differential equations
(1), we have

l

∑
j=1

λi jΨ
T (s)U j +

l

∑
j=1

µi jΨ
T (s)U ′j = Ψ

T (s)Fi +
l

∑
j=1

∫ 1

0
Ψ

T (s)Ki jΨ(y)ΨT (y)Φi jdy, i = 1,2, . . . , l.

Using Eq. (10) it becomes

Ψ
T (s)

l

∑
j=1

λi jU j +Ψ
T (s)

l

∑
j=1

µi jU ′j = Ψ
T (s)Fi +Ψ

T (s)
l

∑
j=1

Ki jΦi j, i = 1,2, . . . , l.

Therefore
l

∑
j=1

λi jU j +
l

∑
j=1

µi jU ′j = Fi +
l

∑
j=1

Ki jΦi j, i = 1,2, . . . , l.

If we multiply both sides of the above equation by PT from the left and use Eq. (14), the following
system of equations is obtained:

l

∑
j=1

λi jPTU j +
l

∑
j=1

µi j(U j−U j0) = PT Fi +
l

∑
j=1

PT Ki jΦi j, (15)

which i = 1,2, . . . , l. The above equation is a system of 2k(2M + 1)l equations and 2k(2M + 1)(l2 + l)
unknowns, including the elements of U j and Φi j vectors. So we need to find 2k(2M+1)l2 more equations
to reach a system of equations with a unique solution. For this purpose, by substituting 2k(2M + 1)
collocation points

st =
t−0.5

2k(2M+1)
, t = 1,2, . . . ,2k(2M+1),

in Eq. (11), the following 2k(2M+1)l2 equations are gained:

φi j(st ,UT
j Ψ(st)) = Φ

T
i jΨ(st), i, j = 1,2, . . . , l. (16)

Finally, combining Eqs. (15) and (16), a system of nonlinear algebraic equations with 2k(2M+1)(l2+ l)
equations and the same number of unknowns is obtained as follows:

l

∑
k=1

λikPTUk +
l

∑
k=1

µik(Uk−Uk0) = PT Fi +
l

∑
k=1

PT KikΦik,

φi j(st ,UT
j Ψ(st)) = Φ

T
i jΨ(st),

(17)

where i, j = 1,2, . . . , l. By solving the above system of equations, the unknown U j vectors are calculated
and consequently the solution of the system of integral equations (1) will be obtained
by u j(s) = ΨT (s)U j, for j = 1,2, . . . , l.
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6 Convergence and error analysis

We dedicate this section to convergence and error analysis of the presented method. First, let us state
the following theorem on the existence and uniqueness of the solution for a general system of Fredholm
integral equations [8].

Theorem 1. Consider the following system of Fredholm integral equations
x1(t) = g1(t)+

∫ b
a K1(x,s,x1(s))ds+

∫ b

a
H1(x,s,x2(s))ds,

x2(t) = g2(t)+
∫ b

a K2(x,s,x2(s))ds+
∫ b

a
H2(x,s,x1(s))ds.

The above system has a unique solution x∗ = (x∗1,x
∗
2) ∈ (C[a,b])2, if the following two conditions hold

(i) there exist LK j ,LH j > 0, j ∈ {1,2} such that

|K j(t,s,u)−K j(t,s,v)| ≤ LK j |u− v|,
|H j(t,s,u)−H j(t,s,v)| ≤ LH j |u− v|.

(ii) b−a
2

[
(LK1 +LK2)±

√
(LK1−LK2)

2 +4LH1LH2

]
∈ (−1,1).

Now, suppose u(s) ∈ L2([0,1)) is a continuous and bounded function on the interval [0,1) and ũ is
an approximation of u from Eq. (3) as

ũ(s) =
2k(2M+1)

∑
i=1

ciψi(s), (18)

where

ci =
∫ 1

0
u(s)ψi(s)ds, i = 1,2, . . .2k(2M+1). (19)

Here, we want to consider the behavior of ‖u(s)− ũ(s)‖2, when k→ ∞.

Theorem 2. Suppose u(s)∈ L2([0,1)) is a continuous and bounded function on the interval [0,1), which
for every s ∈ [0,1), |u(s)| ≤ R, where R is a constant. Also, let ũ(s) be the approximation of u(s) by CAS
wavelets in form of (18). Then

‖E(s)‖2
2 = ‖u(s)− ũ(s)‖2

2 ≤
∞

∑
i=2k+1

2−k+1R2, (20)

and therefore ũ converges to u when k→ ∞.

Proof. Using Eqs. (2), (18) and according to orthonormality of CAS wavelets we get

‖E(s)‖2
2 = ‖u(s)− ũ(s)‖2

2 =
∫ 1

0
(u(s)− ũ(s))2 ds

=
∞

∑
i1=2k(2M+1)+1

∞

∑
i2=2k(2M+1)+1

ci1ci2

∫ 1

0
ψi1(s)ψi2(s)ds

=
∞

∑
i=2k(2M+1)+1

c2
i .

(21)
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From Definition 1 and Eq. (19) we have

ci =
∫ n

2k

n−1
2k

2
k
2 u(s)CASm(2ks−n+1)ds.

Now by using mean value theorem for the above integral, we can find s1 ∈ [(n−1)2−k,n2−k) such that

ci = 2
k
2

(
n2−k− (n−1)2−k

)
u(s1)CASm(2ks1−n+1) = 2

−k
2 u(s1)CASm(2ks1−n+1). (22)

Since |u(s)| ≤ R, we have

c2
i = 2−ku2(s1)CAS2

m(2
ks1−n+1) = 2−ku2(s1)

(
1+ sin

(
2(2ks1−n+1)

))
≤ 2−k+1R2. (23)

Substituting Eq. (23) into Eq. (21), we obtain

‖E(s)‖2
2 = ‖u(s)− ũ(s)‖2

2

≤
∞

∑
i=2k(2M+1)+1

2−k+1R2 ≤
∞

∑
i=2k+1

2−k+1R2

= 2R2 lim
N→∞

N

∑
i=2k+1

2−k = 2R2 lim
N→∞

(N2−k−1).

(24)

Since N2−k− 1 < N2−k and limN,k→∞(N2−k) = 0, from Eq. (24) we get lim
k→∞

‖E(s)‖2
2 = 0, i.e., ũ con-

verges to u when k→ ∞.

7 Numerical results

In this section, we implement our method on five different examples. In each example, we use the method
for appropriate values of k and M and present the corresponding values of absolute errors in the relevant
tables. In Examples 1 and 2, we compare our results with the results obtained from other methods. It
may be worth to notice that the functions in the Examples 1-4 are all periodic, in view of the fact the basis
functions are inherently periodic. The outputs of these examples show the high accuracy of the method
in particular in the case of integro-differential equations of periodic functions. It even results surprisingly
to exact solutions in many cases with less computational cost compared to the other methods. Instead,
the functions used in Example 5 are not periodic and therefore the results of the presented method are
not accurate enough. It is noteworthy that all computations are done by Maple 17.

Example 1. Consider the system of Fredholm integro-differential equations as follows [13]

2πu1(s) = 2π cos(2πs)(1+ sin(2πs))

−2π

∫ 1

0
sin(4πs)cos(2πy)u2(y)dy−2π

∫ 1

0
sin(4πs+2πy)u1(y)dy,

u′2(s)−2πu1(s) =−1
2 sin(4πs)

−
∫ 1

0
cos(4πs)sin(2πy)u1(y)dy−

∫ 1

0
cos(4πs+2πy)u2(y)dy,

u1(0) = 1, u2(0) = 0,

(25)
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where the exact solutions are u1(s) = cos(2πs) and u2(s) = sin(2πs).

We use the CAS wavelet method for k = 0 and M = 1, to solve the system of integro-differential Eqs.
(25). Therefore, the F1, F2, U10 and U20 vectors are obtained as follows:

F1 =

π

0
π

 , F2 =

0
0
0

 , U10 =

0
1
0

 , U20 =

0
0
0

 .

Also, the K11, K12, K21 and K22 are the 3×3 zero matrices.
Substituting the above vectors and matrices in the system of nonlinear algebraic equations (17), the

unknown vectors U1 and U2 are obtained as follows:

U1 =

1
2
0
1
2

 , U2 =

−1
2

0
1
2

 .

Finally, the approximate solutions of Example 1 are obtained by Eq. (12) as u1(s) = cos(2πs), u2(s) =
sin(2πs), which are the exact solutions.

The system of Fredholm integro-differential equations (25) has already been solved using Haar
wavelets [13]. The results obtained by our method for k = 0 and M = 1 have been compared with
the results obtained by Haar wavelet method for k = 128 and this comparison has been reported in Table
1. As is visible from this table, the present method leads to an exact solution with very low computational
cost that includes solving a system of algebraic equations with 3 equations and 3 unknowns. However, in
the method presented in [13], after solving an algebraic system with 128 equations and the same number
of unknowns, an error of order 10−2 has been obtained.

Table 1: The corresponding values of absolute errors of (u1(s),u2(s)) for Example 1.

Presented method Method in [13]
s for k = 0 and M = 1 for k = 128

0.1 (0,0) (8×10−3,1×10−2)
0.2 (0,0) (5×10−3,2×10−3)
0.3 (0,0) (5×10−3,2×10−3)
0.4 (0,0) (9×10−3,1×10−2)
0.5 (0,0) (3×10−4,2×10−2)
0.6 (0,0) (9×10−3,1×10−2)
0.7 (0,0) (5×10−3,2×10−3)
0.8 (0,0) (5×10−3,2×10−3)
0.9 (0,0) (8×10−3,1×10−2)

Example 2. Consider the following initial value Fredholm integro-differential equation [4]:u′(s) =−2π sin(2πs)− 1
2 sin(4πs)+

∫ 1

0
sin(4πs+2πy)u(y)dy,

u(0) = 1,
(26)
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where the exact solution is u(s) = cos(2πs).

Using the proposed method for k = 0 and M = 1, the F and U0 vectors are computed as:

F =

 π

0
−π

 , U0 =

0
1
0

 .

Also, the matrix K is

K =

0 0 0
0 0 0
0 0 0

 .

Substituting the above vectors and matrix in the system of nonlinear algebraic equations (17), the
unknown vector U is obtained as follows:

U =

1
2
0
1
2

 ,

and consequently by Eq. (12), u(s) = cos(2πs), which is the exact solution of the Fredholm integro-
differential equation (26).

The absolute values of error obtained by CAS wavelets for k = 0 and M = 1 have been compared
with the results obtained by an iterative scheme [4] for J = 33 and reported in Table 2. As is visible from
this table, the present method has reached much better results than [4] with less computational cost.

Table 2: The corresponding values of absolute errors of u(s) for Example 2.

Presented method Method in [4]
s for k = 0 and M = 1 for J = 33

0.1 0 4.93×10−4

0.2 0 8.90×10−4

0.3 0 4.00×10−3

0.4 0 5.70×10−3

0.5 0 6.40×10−3

0.6 0 3.72×10−3

0.7 0 7.78×10−4

0.8 0 8.96×10−4

0.9 0 9.40×10−4
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Example 3. Consider the system of nonlinear Fredholm integro-differential equations as follows

u1(s)+4πu2(s)−u′1(s) = sin(2πs)+2π cos(2πs)+ 1
2 cos2(πs)− 1

4

+
∫ 1

0
cos(2πs+4πy)u2

1(y)dy+
∫ 1

0
sin(4πs+2πy)u2

2(y)dy,

2πu1(s)−u′2(s) = 4π sin(2πs)

+
∫ 1

0
cos(2πy)u2

1(y)dy+
∫ 1

0
sin(4πs)cos(2πy)u2

2(y)dy,

u1(0) = 0, u2(0) = 1,

(27)

where the exact solutions are u1(s) = sin(2πs) and u2(s) = cos(2πs).

To solve this example, using the method presented in this paper, we consider the case of k = 0 and
M = 2, which leads to a system of algebraic equations including 5 equations and 5 unknowns in the
form (17). In this case, F1, F2, U10 and U20 vectors and K11, K12, K21 and K22 matrices are computed as
follows:

F1 =


0

−3
8 +π

0
5
8 +π

0

 , F2 =


0
−2π

0
2π

0

 , U10 =


0
0
0
0
0

 , U20 =


0
0
1
0
0

 ,

K11 =


0 0 0 0 0
0 0 0 0 1

2
0 0 0 0 0
1
2 0 0 0 0
0 0 0 0 0

 , K12 =


0 −1

2 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 1

2 0

 ,

K21 =


0 0 0 0 0
0 0 0 0 0
0 1

2 0 1
2 0

0 0 0 0 0
0 0 0 0 0

 , K22 =


0 −1

4 0 −1
4 0

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 1

4 0 1
4 0

 .

Substituting the above vectors and matrices in the system of nonlinear algebraic equations (17), the
unknown vectors U1 and U2 are obtained as follows:

U1 =


0
−1

2
0
1
2
0

 , U2 =


0
1
2
0
1
2
0

 ,

and consequently by Eq. (12), u1(s) = sin(2πs), u2(s) = cos(2πs), which are clearly the exact solutions
of system (27).
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Example 4. Consider the system of nonlinear Fredholm integro-differential equations as follows:

u1(s)+4πu2(s)−u′1(s) = sin(4πs)

+
∫ 1

0
cos(2πs+4πy)u2

1(y)dy+
∫ 1

0
sin(4πs+2πy)u2

2(y)dy,

2πu1(s)−u′2(s) = 6π sin(4πs)

+
∫ 1

0
cos(2πy)u2

1(y)dy+
∫ 1

0
sin(4πs)cos(2πy)u2

2(y)dy,

u1(0) = 0, u2(0) = 1,

(28)

where the exact solutions are u1(s) = sin(4πs) and u2(s) = cos(4πs).

Here, we use the presented method for k = 1 and M = 2, which leads to a system in the form (17)
with 10 equations and 10 unknowns. Then, F1, F2, U10 and U20 vectors are as follows:

F1 =
[
0 −

√
2

4 0
√

2
4 0 0 −

√
2

4 0
√

2
4 0

]T
,

F2 =
[
0 −3

√
2

2 π 0 3
√

2
2 π 0 0 −3

√
2

2 π 0 3
√

2
2 π 0

]T
,

U10 =
[
0 0 0 0 0 0 0 0 0 0

]T
,

U20 =
[
0 0

√
2

2 0 0 0 0
√

2
2 0 0

]T
.

Also, K11, K12, K21 and K22 are 10×10 matrices.
By solving the system of nonlinear algebraic equations (17), which is obtained after replacing the

above vectors and matrices, the approximate solutions u1(s) and u2(s) are obtained. Although the exact
solution is not obtained in this example, the accuracy increases in the same proportion as the “Digits”
parameter increases in Maple 17. The absolute error functions with k = 1 and M = 2 are plotted in
Figures 1 and 2, when Digits = 10 and 30 respectively.

Figure 1: The absolute error functions of u1(s) (left figure) and u2(s) (right figure) for Example 4 with
k = 1, M = 2 and Digits=10.
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Figure 2: The absolute error functions of u1(s) (left figure) and u2(s) (right figure) for Example 4 with
k = 1, M = 2 and Digits=30.

Example 5. Consider the following system of nonlinear Fredholm integro-differential equation [16]:
u1(s)+3u2(s)−u′2(s) =−

1
9

s(1+2e3)+
∫ 1

0
es−2yu2

1(y)dy+
∫ 1

0
syu2(y)dy,

u2(s)+2u′1(s)+u′2(s) = 4e3s +
15
7

es− s− 1
7

es+7 +
∫ 1

0
se−3yu3

1(y)dy+
∫ 1

0
es+yu2

2(y)dy,

u1(0) = u2(0) = 1,

(29)

where the exact solutions are u1(s) = es and u2(s) = e3s.

We use the CAS wavelet method for k = 2 and M = 2. The approximate solution obtained from the
proposed method is displayed in Fig. 3 together with the exact solution. Also, our results have been
compared with the results obtained by the hybrid of Legendre polynomials and Block-Pulse functions
method [16] for N = M = 3 and this comparison has been reported in Table 3. The results show that the
presented method is not efficient in equations with non-periodic functions.

Figure 3: Comparison of exact solution and approximate solution of u1(s) (left figure) and u2(s) (right
figure) for Example 5 with k = 2 and M = 2.
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Table 3: The corresponding values of absolute errors of (u1(s),u2(s)) for Example 5.

Presented method Method in [16]
s for k = M = 2 for M = N = 3

0.1 (2.93×10−1,8.33×10−2) (5.28×10−4,5.79×10−3)
0.2 (2.43×10−2,7.80×10−3) (5.61×10−4,4.17×10−3)
0.3 (3.18×10−1,3.46×10−2) (1.08×10−3,1.17×10−3)
0.4 (1.99×10−3,1.85×10−1) (1.97×10−3,9.72×10−3)
0.5 (4.13×10−1,2.47×10−1) (2.82×10−3,1.37×10−3)
0.6 (6.05×10−2,3.86×10−1) (3.87×10−3,1.98×10−2)
0.7 (3.43×10−1,1.65×10−1) (6.12×10−3,2.07×10−2)
0.8 (3.01×10−1,4.15×10−1) (7.73×10−3,2.42×10−2)
0.9 (6.85×10−1,1.42×10−1) (8.97×10−3,5.60×10−2)

8 Conclusions

In this article, CAS wavelets method is proposed to solve the system of nonlinear fredholm integro-
differential equations. Using operational matrices of CAS wavelets as well as collocation method, the
system of integro-differential equations is transformed into a system of algebraic equations, which greatly
simplified the problem.

The high accuracy of the presented method was shown with different numerical Examples 1-4. In
these examples, we used equations with periodic functions, specially trigonometric functions, in view
of the fact the basis functions are inherently periodic. The outputs of these examples surprisingly led to
exact solutions in many cases with less computational cost compared to the other methods. Therefore,
using the proposed method in the numerical solution of system of nonlinear fredholm integro-differential
equations with periodic functions is highly recommended. Instead, Example 5 showed that this method
is not suitable for equations with non-periodic functions and led to a solution with low accuracy.
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